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Abstract. Combining multiple estimators has appeared as one of hot research topics in several areas including artificial neural
networks. This paper presents three methods to work out the problem based on so-called softcomputing techniques, toward a
unified framework of hybrid softcomputing techniques. The first method based on fuzzy logic nonlinearly combines objective
evidences, in the form of network outputs, with subjective evaluation of the reliability of the individual neural networks. The
second method based on genetic algorithm gives us an effective vehicle to determine the optimal weight parameters that are
multiplied by the network outputs. Finally, we have proposed a hybrid synergistic method of fuzzy logic and genetic algorithm to
optimally combine neural networks. The experimental results with the recognition problem of totally unconstrained handwritten
digits show that the performance could be improved significantly with the proposed softcomputing techniques.

1. Introduction

When trying to solve a real-world problem by neural
networks, we are faced with a large variety of learning
algorithms and a vast selection of possible network ar-
chitectures. After all the training, we choose the best
network with a winner-take-all cross-validatory model
selection. Recent theoretical and experimental stud-
ies, however, indicate that we can improve the perfor-
mance by considering methods for combining neural
networks [2,3,7,9,20,22,32]. One of the key issues of
this approach is how to combine the results of the vari-
ous networks to give the best estimate of the optimal re-
sult. There are a number of possible schemes for auto-
matically optimizing the choice of individual networks
and/or combining architectures.

It is possible to identify two main approaches to com-
bining neural networks: modular and ensemble-based
approaches [23]. In modular approach, a problem is de-
composed into a number of subtasks that are treated by
specialist modules. Hampshire and Waibel [6] have de-
scribed a system of this kind that can be used when the
decomposition into subtasks is known prior to training,
and Jacobs et al. [9] have also proposed a supervised
learning procedure for systems composed of many sep-

arate networks, each of which learns to handle a subset
of the complete set of training instances. The subnet-
works are local in the sense that the weights in one
expert are decoupled from the weights in other subnet-
works. However, there is still some indirect coupling
because it may cause the gating network to alter the
responsibilities that get assigned to the subnetworks if
some other network changes its weights.

On the contrary, ensemble-basedapproach facilitates
a set of networks trained on what is essentially the same
task, and then the outputs of the networks are com-
bined. This aims to obtain a more reliable ensemble
output than would be obtained by selecting the best
network. While a usual scheme chooses one best net-
work from amongst the set of candidate networks, this
approach keeps multiple networks and runs them all
with an appropriate collective decision strategy. Sev-
eral methods for combining evidence produced by mul-
tiple information sources have been applied in statis-
tics, management sciences, and pattern recognition [1,
33]. A general result from the previous works is that
averaging separate networks improves generalization
performance for the mean squared error [20]. If we
have networks of different accuracy, however, it is ob-
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viously not good to take their simple average or simple
voting.

To give a solution to the problem, this paper presents
three methods based on so-called softcomputing tech-
niques such as fuzzy logic, genetic algorithm, and the
hybrid of them. These methods tend to exploit the dif-
ference of each network to combine the networks. The
first method is to combine the network outputs with
the importance of each network, where the importance
can be subjectively assigned from the spirit of fuzzy
logic. The second method utilizes the weight param-
eters, which are determined by genetic algorithm, to
obtain the combined output. The third method is to
hybridize the two methods for achieving the optimal
solution to combine neural networks.

There have been a lot of literature that integrate
NN/Fuzzy, Fuzzy/GA, GA/NN, and NN/Fuzzy/GA [5,
30]. There are even some attempts to use fuzzy logic
and/or genetic algorithms to search for ensemble mem-
bers. However, there is no systematic work to propose
the ensemble framework for multiple neural networks
just like ours. Our novelty lies in proposing the unified
framework to combine three softcomputing techniques
to optimize the way of how to combine the networks,
even though the idea itself is not that complicated.

The rest of this paper is organized as follows. Sec-
tion 2 formulates the problem and considers possible
methods for combining neural networks. In Sections 3
to 5, we present the combining methods based on fuzzy
logic, genetic algorithm, and the hybrid of them, re-
spectively. In Section 6, we demonstrate the superior
performance of the presented methods and compare
with conventional methods by thorough experiments
in a real-world pattern recognition problem of totally
unconstrained handwritten digits.

2. Combining neural networks

A neural network can be considered as a mapping
device between input and output sets. It represents
a functionf that mapsI into O: f : I → O, or
y = f(x) wherey ∈ O andx ∈ I. Since the classifi-
cation problem is a mapping from the feature space to
some set of output classes, we can formalize the neu-
ral network, especially two-layered feedforward neural
network trained with the generalized delta rule, as a
classifier.

Consider a two-layered neural network classifier
with T neurons in the input layer,H neurons in the
hidden layer, andc neurons in the output layer. Here,

T is the number of features,c is the number of classes,
and H is an appropriately selected number. The
network is fully connected between adjacent layers.
The operation of this network can be thought of as
a nonlinear decision-making process: Given an un-
known inputX = (x1, x2, . . . , xT ) and the class set
Ω = {ω1, ω2, . . . , ωc}, each output neuron producesy i

of belonging to this class by

P (ωi|X) ≈ yi
(1)

= f




H∑
k=1

wom
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 T∑
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kj xj
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wherewmi
kj is a weight between thejth input neuron

and thekth hidden neuron,wom
ik is a weight from the

kth hidden neuron to theith class output, andf is a
sigmoid function such asf(x) = 1/(1 + e−x). The
neuron having the maximum value is selected as the
corresponding class.

The network presented above trains on a set of ex-
ample patterns and discovers relationships that distin-
guish the patterns. A network of a finite size, how-
ever, does not often load a particular mapping com-
pletely or it generalizes poorly. Increasing the size
and number of hidden layers most often does not lead
to any improvements. Furthermore, in complex prob-
lems such as character recognition, both the number of
available features and the number of classes are large.
The features are neither statistically independent nor
unimodally distributed. The basic idea of combining
neural networks is to developn independently trained
neural networks with relevant features, and to classify
a given input pattern by utilizing combination methods
to decide the collective classification [7,24]. Then it
naturally raises the question of obtaining a consensus
on the results of each individual network or expert.

Two general approaches to combining multiple net-
works can be identified; One is based on a fusion tech-
nique and the other on a voting technique. In the meth-
ods based on the fusion technique, the classification
of an inputX is actually based on a set of real value
measurements:

P (ωi|X), 1 � i � c.

They represent the probabilities thatX comes from
each of thec classes under the conditionX . In the
combined network scheme, each networkk estimates
by itself a set approximations of those true values as
follows:

Pk(ωi|X), 1 � i � c, 1 � k � n.
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One simple approach to combine the results on the
sameX by all n networks is to use the following aver-
age value as a new estimation of combined network:

P (ωi|X) =
1
n

n∑
k=1

Pk(ωi|X),

(2)
1 � i � c.

We can think of such a combined value as an aver-
aged Bayes classifier. This estimation will be improved
if we give the combiner the ability to bias the outputs
based ona priori knowledge about the reliability of the
networks:

P (ωi|X) =
n∑

k=1

ri
kPk(ωi|X),

1 � i � c, (3)

where
n∑

k=1

ri
k = 1.

The other method based on voting techniques con-
siders the result of each network as an expert judge-
ment. A variety of voting procedures can be adopted
from group decision making theory: unanimity, ma-
jority, plurality, Borda count, and so on. In particular,
we shall introduce the Borda count which has been re-
ported as the best method among voting techniques [8].

For any particular classi, the Borda count is the
sum of the number of classes ranked belowi by each
network. LetBk(i) be the number of classes ranked
below the classi by thekth network. Then, the Borda
count for classi becomes:

P (ωi|X) =
n∑

k=1

Bk(i), 1 � i � c. (4)

Like the average case, we can extend it to the
weighted Borda count by considering the reliability of
the neural networks in the combination:

P (ωi|X) =
n∑

k=1

ri
kBk(i),

1 � i � c, (5)

where
n∑

k=1

ri
k = 1.

The final decision is given by selecting the class label
of which the Borda count is the largest.

3. Fuzzy logic based method

In this section, we describe the method that utilizes
the fuzzy integral for combining neural networks. This
method might produce better performance with the sub-
jectively assigned importances of individual networks.

3.1. Overview of fuzzy integral

The fuzzy integral is a nonlinear functional that is
defined with respect to a fuzzy measure, especiallygλ-
fuzzy measure introduced by Sugeno [27]. The ability
of the fuzzy integral to combine the results of multiple
sources of information has been established in several
previous works [15,28,34].

Definition 1. A set functiong : 2X → [0, 1] is called a
fuzzy measure if

1) g(∅) = 0, g(X) = 1,
2) g(A) � g(B) if A ⊂ B,
3) If {Ai}∞i=1 is an increasing sequence of measur-

able sets, then

lim
i→∞

g(Ai) = g( lim
i→∞

Ai).

Note thatg is not necessarily additive. This prop-
erty of monotonicity is substituted for the additivity
property of the conventional measure.

From the definition of a fuzzy measureg, Sugeno
introduced the so-calledgλ-fuzzy measures satisfying
the following additional property: For allA,B ⊂ X
andA ∩B = ∅,

g(A ∪B) = g(A) + g(B) + λg(A)g(B),

for someλ > −1.

It affords that the measure of the union of two disjoint
subsets can be directly computed from the component
measures.

Using the notion of fuzzy measures, Sugeno devel-
oped the concept of the fuzzy integral, which is a non-
linear functional that is defined with respect to a fuzzy
measure, especiallygλ-fuzzy measure [27,15,28].

Definition 2. LetX be a finite set, andh : X → [0, 1]
be a fuzzy subset ofX . The fuzzy integral overX
of the functionh with respect to a fuzzy measureg is
defined by
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h (x) ◦ g(·)

= max
E⊆X

[
min

(
min
x∈E

h(x), g(E)
)]

(6)

= sup
α∈[0,1]

[min (α, g(hα))]

wherehα is theα level set ofh,

hα = {x | h(x) � α}. (7)

To get some intuition for the fuzzy integral we con-
sider the following interpretation.h(y) measures the
degree to which the concepth is satisfied byy. The
term miny∈E h(y) measures the degree to which the
concepth is satisfied by all the elements inE. More-
over, the valueg(E) is a measure of the degree to which
the subset of objectsE satisfies the concept measured
by g. Then, the value obtained from comparing these
two quantities in terms of the min operator indicates the
degree to whichE satisfies both the criteria of the mea-
sureg andminy∈E h(y). Finally, the max operation
takes the biggest of these terms. One can interpret the
fuzzy integral as finding the maximal grade of agree-
ment between the objective evidence and expectation.

3.2. Fuzzy integral for combining networks

The calculation of the fuzzy integral whenY is a
finite set is easily given. LetY = {y1, y2, . . . , yn}
be a finite set and leth : Y → [0, 1] be a function.
Supposeh(y1) � h(y2) � . . . � h(yn), (if not, Y is
rearranged so that this relation holds). Then a fuzzy
integral,e, with respect to a fuzzy measureg overY
can be computed by

e =
n

max
i=1

[min (h(yi), g(Ai))] (8)

whereAi = {y1, y2, . . . , yi}.
Note that wheng is agλ-fuzzy measure, the values

of g(Ai) can be determined recursively as

g(A1) = g({y1}) = g1

g(Ai) = gi + g(Ai−1) + λgig(Ai−1),

for 1 < i � n.

λ is given by solving the equation

λ + 1 =
n∏

i=1

(1 + λgi) (9)

whereλ ∈ (−1,+∞), andλ �= 0. This can be easily
calculated by solving an(n − 1)st degree polynomial

and finding the unique root greater than−1. Thus the
calculation of the fuzzy integral with respect to agλ-
fuzzy measure would only require the knowledge of the
density function, whereith density,g i, is interpreted as
the degree of importance of the sourcey i towards the
final evaluation.

Let Ω = {ω1, ω2, . . . , ωc} be a set of classes of in-
terest. Note that eachωi may, in fact, be a set of classes
by itself. LetY = {y1, y2, . . . , yn} be a set of neural
networks, andA be the object under consideration for
recognition. Lethk : Y → [0, 1] be the partial evalu-
ation of the objectA for classωk, that is,hk(yi) is an
indication of how certain we are in the classification of
objectA to be in classωk using the networkyi, where a
1 indicates absolute certainty that the objectA is really
in classωk and0 implies absolute certainty that the
objectA is not inωk.

Corresponding to eachyi the degree of importance,
gi, of how importantyi is in the recognition of the class
ωk must be given. These densities can be subjectively
assigned by an expert, or can be induced from data set.
The gi’s define the fuzzy density mapping. Henceλ
is calculated using Eq. (9) and thereby thegλ-fuzzy
measure,g, is constructed. Now, using Eqs (8) to (9),
the fuzzy integral can be calculated. Finally, the class
ωk with the largest integral value is chosen as the output
class.

4. Genetic algorithm based method

This section describes some of the basic mechanisms
of the evolutionary computation with the genetic algo-
rithm (GA) and the method based on the GA to combine
neural networks.

4.1. Overview of genetic algorithm

Evolution is a remarkable problem-solving ma-
chine [25]. First proposed by John Holland in 1975,
GA as one of computational implementations is an at-
tractive class of computational models that mimic natu-
ral evolution to solve problems in a wide variety of do-
mains. A GA emulates biological evolutionary theories
to solve optimization problems.

In common with all other search algorithms, a GA
performs a search of a multidimensional space contain-
ing a hypersurface known as the fitness surface. A par-
ticular parameter set defines a point on a hyperplane
on to which the surface is projected, with the height
of the surface above the hyperplane reflecting the rel-
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ative merit of the problem solution represented by the
parameter set.

The basis of a GA is that a population of prob-
lem solutions is maintained in the form of chromo-
somes, which are strings encoding problem solutions.
Strings can be binary or have many possible alterna-
tives (genes) at each position. The strings are converted
into problem solutions, which are then evaluated ac-
cording to an objective scoring function. Often it is not
possible to exhaustively test all aspects of a solution,
and noise may be present on the objective function, so
the assigned fitness is an estimate of the true fitness
of a chromosome. It is important that this is a good
estimate, otherwise the selective pressure that favors
truly high scoring chromosomes can be lost in the noise
caused by poor fitness estimates.

Following fitness evaluation, a new population of
chromosomes is generated by applying a set of genetic
operators to the original population. The basic genetic
operations are selection, crossover and mutation. The
selection process copies parent chromosomes into a
tentative new population. The number of copies re-
produced for the next generation by an individual is
expected to be directly proportional to its fitness value.
The crossover recombines genetic material of two par-
ent chromosomes to produce offspring on the basis of
crossover probability. Provided that two chromosomes
werea = (1 1 1 1) andb = (0 0 0 0), one-point crossover
at the third point produces two new chromosomes,a ′ =
(1 1 0 0) andb′ = (0 0 1 1). Finally, the mutation se-
lects a random position of a random string and negates
the bit value. For instance, if mutation is applied to the
fourth bit of stringa′, the transformed string becomes
(1 1 0 1). This process continues until an acceptable
solution is found.

In summary, a GA comprises a set of individual ele-
ments (the population)and a set of biologically inspired
operators defined over the population itself. Accord-
ing to evolutionary theories, only the most suited ele-
ments in a population are likely to survive and generate
offspring, thus transmitting their biological heredity to
new generations.

4.2. Genetic algorithm for combining networks

Opitz and Shavlik [19] present an algorithm that
uses genetic algorithms to search actively for ensemble
members which generalize well, but which disagree as
much as possible. The GA operators are used to create
new individuals from an initial set. Unlike this method,
we just want to optimize the weights of the ensem-

ble networks with GA. In our problem, a string must
encoden × c real-valued parameters,r i

k, in Eq. (3),
thereby optimal combination coefficients for combin-
ing neural networks can be obtained. Each coefficient
is encoded by 8 bits and scaled between [0∼ 1]. The
GA then manipulates the most promising strings in its
search for improved solutions. A GA operates through
a simple cycle of stages:

1. creation of a population of real-valued strings,
2. evaluation of each string with recognition rate on

training data,
3. selection of good strings, and
4. genetic manipulation to create the new population

of strings.

(a) one-point crossover with probability 0.6.
(b) standard mutation with probability 0.01.

The cycle stops when the recognition rate gets better
no longer. Notice that we replace all the members of
old population with the new ones, and preserve the
best possible solution obtained so far by elitist strategy.
Figure 1 shows these four stages using the biologically
inspired terminology.

The GA approach to our problem takes pieces of
weighting coefficients to combine neural networks as
such strings.

5. Genetic fuzzy hybrid method

Fuzzy logic and genetic algorithm are probably use-
ful techniques that have been proposed for achieving
some aspect of intelligent system [29,5]. Their differ-
ences, however, have prompted a number of researchers
to try combining them to produce more powerful sys-
tems. In this section we present a hybrid method of
fuzzy logic and genetic algorithm to give an optimal
solution to combine neural networks.

As described in the previous sections, each method
has its own pros and cons. To produce more power-
ful system, several integration and synthesis techniques
of them have been proposed. It is natural to think
of a framework for high-performance system based
on them. Neural networks can be used as a baseline
system, because they are well recognized as a power-
ful input–output mapper. However, human operators
cannot easily incorporated some knowledge about the
problem into the neural networks. In this case, fuzzy
logic might be useful.

Fuzzy logic gives a possibility to utilize top-down
knowledge from designer. Human operators can
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Fig. 1. Overall procedure of the genetic algorithm based method.

Fuzzy Logic

knowledge

Neural Networks

fundamental
structure

high-level

OUTPUT

INPUT

INTELLIGENT  SYSTEM

Genetic Algorithm

developmental
information

Fig. 2. Schematic diagram of the hybrid framework based on neural networks, fuzzy logic and genetic algorithm.

enhance the neural networks by incorporating their
knowledge with fuzzy membership functions, which
are modified through learning process as fine tuning.
After the learning, the human operators may be able
to understand the acquired rules. On the other hand,
genetic algorithm is a powerful tool for structure opti-
mization of fuzzy logic and neural networks which pro-
vide evaluation functions for genetic algorithm. Fig-
ure 2 shows a schematic diagram of the general frame-
work based on the hybridization of them.

To give an idea of how such hybrid technique yields
better system, we have developed the hybrid method
that utilizes the fuzzy integral to combine the outputs
of separate networks with importance of each network,
which is assigned by genetic algorithm. In the follow-
ing, ĝλ(A) andĝi denote the human-provided values,
andgλ(A) andgi denote the identified values.

In this method, chromosomes encode the fuzzy den-
sity valuesgj

i by a vectorCj = (gj
1, g

j
2, . . . , g

j
k;λj).

The fitness functionf(Cj) for chromosomeCj is the
sum of the differences between human-provided fuzzy
measure valuêgλ(A) and fuzzy measure value obtained
by gj

i andλj .

f(Cj) =

∑
A∈B(X)

∣∣∣∣∣ĝλ(A) − 1
λj

[ ∏
xi∈A

(1 + λjg
j
i ) − 1

]∣∣∣∣∣
With these the genetic operators yield an optimal

set of parameters to combine neural networks. When
adopting GA to solve a problem at hand, we have to
consider about the computational cost and convergence
problem: It may not converge if the problem is struc-
tured poorly. However, in the hybrid system, they are
not so serious because the solution space is not that
large, and furthermore, the GA replaces a moderate
amount of trial-and-error overhead we have to put in
the course of deciding the optimal parameters.

6. Experiments and analysis

6.1. Environments

In the experiments, we have used the handwrit-
ten digit database of Concordia University of Canada,



S.-B. Cho / Fusion of neural networks with fuzzy logic and genetic algorithm 369

Fig. 3. Sample data.

which consists of 6000 unconstrained digits originally
collected from dead letter envelopes by the US Postal
Services at different locations in the US. The digits of
this database were digitized in bilevel on a 64×224 grid
of 0.153 mm square elements, giving a resolution of
approximately 166 PPI [26]. Among the data, 4000
digits were used for training and 2000 digits for testing.
Figure 3 shows some representativesamples taken from
the database. We can see that many different writing
styles are apparent, as well as digits of different sizes
and stroke widths.

Handwritten digits are essentially line drawings:
One-dimensional structures in a two-dimensional space.
Thus, local detection of line segments seems to be ad-
equate for extracting features. For each location in the
image, information about the presence of a line seg-
ment of a given direction is stored in a feature map [11].
Especially, in this paper Kirsch masks have been used
for extracting directional features as proposed by [10].

Kirsch defined a nonlinear edge enhancement algo-
rithm as follows [21]:

G(i, j) = max
{

1,
7

max
k=0

[|5Sk − 3Tk|]
}

(10)

where

Sk = Ak + Ak+1 + Ak+2 (11)

Tk = Ak+3 + Ak+4 + Ak+5
(12)

+Ak+6 + Ak+7.

Here,G(i, j) is the gradient of pixel(i, j), the sub-
scripts ofA are evaluated modulo 8, andAk (k =
0, 1, . . . , 7) is eight neighbors of pixel(i, j) defined as
shown in Fig. 4.

Since the data set was prepared by thorough prepro-
cessing, in this paper, each digit is scaled to fit in a 16×
16 bounding box such that the aspect ratio of the image
is preserved. Then, feature vectors for horizontal, verti-
cal, right-diagonal, and left-diagonal directions are ob-
tained from the scaled image as proposed by [10]. The

A0 A1 A2

A4A6

A7

A5

A3(    )i, j

Fig. 4. Definition of eight neighborsAk (k = 0, 1, . . . , 7) of pixel
(i, j).

final step in extracting the features compresses each 16
× 16 directional vector into 4× 4 vector with averag-
ing operator, which produces a value for 2× 2 pixels
with dividing by 4 the value obtained by summing the
four values. Moreover, 4× 4 compressed image can
be considered as a good candidate for global features.

In addition to those two features, we have also used
a contour feature which is one of the most effective to
represent the information of pattern boundary. After
extracting contour from a size-normalized image, 8 di-
rectional chain codes are obtained. 128 histograms for
chain codes in 4×4 subregions are finally generated for
a digit pattern. As a result, available features include
four 4 × 4 local features, one 4× 4 global features,
and structural features extracted from the contours of
the digits. For more details on the features used, see
the recent publication [4].

6.2. Experimental results

To evaluate the performance of the combining meth-
ods, we have implemented three different networks,
each of which is a two-layered neural network using
different features. NN1, NN2 and NN3 are the net-
works using normalized image, Kirsch features, and
sequence of contour features, respectively. In this way
each network makes the decision through its own cri-
terion. Each of the three networks was trained with
4000 samples, and tested on 2000 samples from the
Concordia database.

The error backpropagation algorithm was used for
the training and the iterative estimation process was
stopped when an average squared error of 0.9 over the
training set was obtained, or when the number of it-
eration reaches 1000, which was adopted mainly for
preventing networks from overtraining. The parameter
values used for training were: learning rate is 0.4 and
momentum parameter is 0.6. An input vector is clas-
sified as belonging to the output class associated with
the highest output activation.

For the use of weighting among the networks, we
assigned the degree of importance of each network,g i,
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Table 1
Results of combining networks by the fuzzy integral on three different networks

Data index Actual class Partial decision Fuzzy integral
NN1 NN2 NN3 decision

1 6 6 (0.9968) 6 (0.9985) 5 (0.3301) 6 (0.6877)
2 8 8 (0.9999) 0 (0.0022) 8 (0.9996) 8 (0.6668)
3 2 2 (0.9922) 2 (0.9998) 2 (0.9920) 2 (0.9946)
4 7 8 (0.0162) 8 (0.0087) 7 (0.9615) 7 (0.3205)
5 9 9 (0.9965) 9 (0.9958) 8 (0.0740) 9 (0.6691)
6 3 3 (0.9987) 3 (0.9912) 3 (0.9999) 3 (0.9966)
7 7 8 (0.0365) 0 (0.0460) 7 (0.4831) 7 (0.1610)
8 5 5 (0.9311) 3 (0.1304) 3 (0.6245) 5 (0.3265)
9 2 8 (0.3470) 2 (0.9983) 8 (0.2092) 2 (0.3327)

10 9 9 (0.9989) 1 (0.9944) 9 (0.9902) 9 (0.6705)
11 4 4 (0.9998) 4 (0.9999) 4 (0.9995) 4 (0.9997)
12 8 8 (0.9998) 0 (0.9882) 8 (0.8353) 8 (0.6204)

Fig. 5. Best and average fitness changes as generation goes.

based on how good these networks performed on the
train data. We computed these values as follows:

gi =
pi∑
j pj

· dsum, (13)

wherepi is the performance of network NNi for the
train data anddsum is the desired sum.

Table 1 reports some examples of the results of com-
bining networks by the fuzzy integral just to show the
general tendency of the results. In this table the value
in the parentheses represent the confidence of the eval-
uation result.

As can be seen, cases 1 and 2 are misclassified by
NN3 and NN2, respectively. However, in the final eval-
uations they are correctly classified. In cases 4 and

9, one network with strong evidence overwhelmed the
other networks, producing correct classification. Fur-
thermore, in case 7, the fuzzy integral made a correct
decision despite that the partial decisions from the in-
dividual neural networks are totally inconsistent. The
effect of misclassification by the other networks has
given rise to small fuzzy integral values for the correct
classification in this case.

As the second experiment, GA is used to obtain the
optimal parameters to combine the three neural net-
works with different features. Initial population is 100
individuals, each of which consists of 240 bits (3× 10
× 8). The evolution parameters used in this experiment
are as follows: 0.6 one-point crossover rate and 0.01
mutation rate. A fitness value is assigned to a string
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by testing the recognition rate with the trained digits.
Figure 5 shows the best and average fitness changes of
the GA based method. The figure shows that the fitness
increases as the iteration goes and the overall fitness
settles down soon after the initial radical improvements.

Table 2 reports the recognition rates with respect to
the three different networks and their combinations by
utilizing combining methods such as (weighted) aver-
age, (weighted) Borda count, and the proposed meth-
ods. NNall here means the network trained with all the
available features, and Hybrid means the method that
combines the three neural networks by fuzzy integral
with different importances that are assigned by genetic
algorithm.

The reliability in the table is computed as the follow-
ing equation:

Reliability =
Correct

Correct+ Error
. (14)

As can be seen, every method of combining neural
networks produces better results than individual net-
works, and the overall classification rates for the soft-
computing techniques are higher than those for other
conventional methods. Although the network learned
the training set almost perfectly in all three cases, the
performances on the test sets are quite different. Fur-
thermore, we can see that the performance did not im-
prove by training a large network with considering all
the features used by each network. This is a strong evi-
dence that multiple neural network might produce bet-
ter result than conventional single network approach.
Actually, the proposed softcomputing methods have a
statistically significant (p > 0.995) advantage in recog-
nition rates obtained by the conventionalmethods. This
range has been obtained by the pairedt-test. In this
comparison, the degree of freedom is(n− 1) = 9.

To give a fairer view of the performance in this field
of handwritten digit recognition, Table 3 shows the
performances of the presented hybrid method along
with the results reported by some previous methods in
the literature.

The error rate of the proposed method is 1.95%,
which is a big improvement compared with those of
the previous methods. Some of the cited studies do not
with the combinations of classifiers, and there might be
other potential reasons for the improved performance
reported in this table. However, this performance is
still remarkable and can stand comparison with the best
results reported in the literature.

Table 2
The result of recognition rates (%). Here “W-” means “weighted”

Methods Correct Error Reject Reliability

NN1 89.05 7.00 3.95 92.71
NN2 95.40 3.75 0.85 96.22
NN3 93.95 4.10 1.95 95.82
NNall 95.85 4.15 0.00 95.85
Average 97.15 2.35 0.50 97.64
W-average 97.35 2.30 0.35 97.70
Borda 96.70 3.05 0.25 96.94
W-Borda 97.35 2.50 0.15 97.50
Fuzzy 97.78 1.90 0.32 98.10
Genetic 97.90 2.10 0.00 97.90
Hybrid 98.05 1.95 0.00 98.05

Table 3
Comparisons of the presented method with the related (%)

Methods Correct Error Reject

Lam et al. [13] 93.10 2.95 3.95
Nadal et al. [18] 86.05 2.25 11.70
Legault et al. [14] 93.90 1.60 4.50
Krzyzak et al. [12] 86.40 1.00 12.60
Krzyzak et al. [12] 94.85 5.15 0.00
Mai et al. [17] 92.95 2.15 4.90
Suen et al. [26] 93.05 0.00 6.95
Kim et al. [10] 95.40 4.60 0.00
Kim et al. [10] 95.85 4.15 0.00
The hybrid method 98.05 1.95 0.00

7. Concluding remarks

This paper has presented three combining methods
of neural networks for producing an improved perfor-
mance on real-world classification problem, in partic-
ular handwritten digit recognition. The experimental
results for classifying a large set of handwritten dig-
its show that it improves the generalization capability
significantly. This indicates that even these straightfor-
ward, computationally tractable approach can signifi-
cantly enhance pattern recognition.

The primary contribution of this paper lies in show-
ing the possibility of the softcomputing techniques
which are not so strict as the usual probabilistic or math-
ematical approaches. However, we need to work fur-
ther to extend some limitations of the current approach.
Most urgent matters are to prove that the proposed
methods give significant improvements in theoretical
point of view, and to devise the best method to create
candidate ensemble members. For the former problem
we are attempting to utilize the bias-variance dilemma
and Bayesian model selection [16,31], and for the latter
to exploit the speciated evolutionary algorithms.

Furthermore, future efforts will concentrate on refin-
ing the feature extraction to capture more information,
and testing the efficacy of the softcomputing techniques
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on larger data sets. The complementary nature of fuzzy
logic and genetic algorithm leads us to believe that a
further refined genetic fuzzy neural system will signifi-
cantly improve the state-of-the-art pattern recognizers.
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