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Gene selection is one of the important issues for cancer classification based on gene expression profiles.
Filter and wrapper approaches are widely used for gene selection, where the former is hard to measure
the relationship between genes and the latter requires lots of computation. We present a novel method,
called gene boosting, to select relevant gene subsets by integrating filter and wrapper approaches. It re-
peatedly selects a set of top-ranked informative genes by a filtering algorithm with respect to a temporal
training dataset constructed according to the classification result for the original training dataset. Empiri-
cal results on three microarray benchmark datasets have shown that the proposed method is effective and
efficient in finding a relevant and concise gene subset. It achieved competitive performance with fewer
genes in a reasonable time, as well as led to the identification of some genes frequently getting selected.

© 2009 Published by Elsevier Ltd.

1. Introduction

Promising a new insight into the mechanisms of living things,
DNA microarray technology measures the expression level of thou-
sands of genes simultaneously [1]. Some genes could be related to a
particular type of cancer, but many of them are irrelevant or redun-
dant features that affect the speed and accuracy of classification [2].
Gene selection that identifies the optimal subset of relevant genes
is one of the major challenges in cancer classification based on gene
expression profiles. It helps improve classification accuracy, reduce
the computational cost, and gain significant insight into the inherent
cancer mechanisms [1,3].

Gene selection methods can be categorized into filter and wrap-
per approaches [2,4]. The filter method selects the top-ranked genes
according to their individual discriminative power without involving
any induction algorithm. Genes are evaluated by various measures of
the general characteristics of the data, and the performance of filter-
based gene selection is generally determined by those measures. It
is efficient for high-dimensional data owing to its linear time com-
plexity, but it cannot discover the synergy effect or suppressibility
among genes. The wrapper method, in contrast, evaluates candidate
gene subsets by using an induction algorithm. Since the predictive
accuracy of the induction algorithm determines the goodness of the
selected subsets, it is capable of considering the correlations among
genes but often computationally expensive [5–7].
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In many studies on cancer classification using microarray data,
filter approaches have been widely investigated. Lee et al. [8] have
developed a multivariate Bayesian model for gene selection by using
a combination of truncated sampling and Markov Chain Monte Carlo
(MCMC), while Bae and Mallick [9] have improved the model by us-
ing a two-level hierarchical Bayesian model. Wang et al. [3] have
combined gene ranking and clustering analysis, and Guan and Zhao
[10] have proposed a semiparametric two-sample test to identify dif-
ferentially expressed genes and to select marker genes. Li et al. [11]
and Statnikov et al. [12] have compared conventional gene ranking
measures such as t-statistics, information gain, signal-to-noise ratio,
etc.

On the other hand, recent works on gene selection tend toward
wrapper approaches. Li et al. [13] have introduced a multivariate
approach by using the genetic algorithm and the k-nearest neigh-
bor method and showed the capability of wrapper approaches, and
Liu et al. [14] and Li et al. [2] have used support vector machines,
instead of the k-nearest neighbor method, to incorporate with the
genetic algorithm. Zhu et al. [1] have proposed a Markov blanket-
embedded genetic algorithm that adds or deletes genes through evo-
lution, while Banerjee et al. [4] have employed the rough set theory
to represent the minimal sets of non-redundant genes in a multi-
objective framework and used the multi-objective genetic algorithm
to generate minimal gene subsets.

Different from the wrapper methods based on evolutionary com-
putation, some researchers have used a recursive heuristic algorithm.
Li and Yang [15] have proposed a wrapper method that recursively
eliminates redundant genes according to the accuracy of classifica-
tion, while Ruiz et al. [6] have presented the best incremental ranked
subset (BIRS) algorithm that adds a gene according to the statistical
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significance for the improvement of classification. Tang et al. [16]
have proposed the two-stage support vector machine-recursive fea-
ture elimination (SVM-RFE) algorithm. In each loop, it calculates the
change of the margin width of SVMs after removing a gene, which
signifies the weight of the gene, and ranks genes according to their
weights. Genes with the smallest weight are removed from the gene
subset.

In order to get a subset of non-redundant but still highly in-
formative genes, in this paper, we propose a gene boosting tech-
nique using the combination of filter and wrapper methods. The
proposed method selects a set of top-ranked informative genes by a
filtering algorithm, and then classifies training samples by using an
induction algorithm with the selected genes. According to the clas-
sification result, it constructs a temporal dataset for selecting other
informative genes, and appends new genes into the gene subset. The
method iterates the process until it satisfies a termination condition
like no more improvement of classification for training samples or
reaching to the target size of gene subsets. Contrary to conventional
wrapper-based gene selection methods that are computationally ex-
pensive, the proposed method provides the efficiency of applying
wrapper approach in high-dimensional domains and obtains better
results than the filter approach. We will show the usefulness of the
proposed method on three popular cancer datasets.

2. Proposed method

2.1. Gene boosting

Boosting, proposed by Freund and Schapire in 1996, is an en-
semble method of producing a series of base classifiers, which are
trained with the iteratively reweighted or re-sampled training data
including more difficult cases [17,18]. In this work, we propose a
novel gene selection method (named gene boosting) that combines
filter and wrapper approaches based on boosting by re-sampling.
Contrary to conventional approaches that apply boosting to the con-
struction of base classifiers in ensembling, the proposed method is
a novel attempt to employ boosting in gene selection.

For a given training dataset {(xi, yi) ∈ �×{−1,+1}, i=1, . . . ,m}, a fil-
ter method selects a set of new informative genes Nt iteratively with
a re-sampled population Rt from �, at each round t = 1, . . . ,T, where
they help to minimize the error with respect to the distribution Dt.
A base classifier ft(xi) : � → [−1,+1] is trained with a set of genes
G(G=G∪ {Nt}), which is incrementally appended with the newly se-
lected genes Nt. The boosting procedure terminates when it satisfies
a condition, and the gradually built gene subset is G = {N1, . . . ,Nt}.

In order to re-sample the population Rt, a distribution function
Dt(i) assigns the importance to the sample xi. For the first round, all
samples have the same importance, D1(i) = 1

m , ∀i = 1, . . . ,m, and in
each round the importance is updated according to Eq. (1).

Dt+1(i) = Dt(i) × exp[−�t · ft(xi) · yi]
Zt

(1)

�t = 1
2
ln

1 − �t
�t

(2)

�t =
m∑
i=1

Dt(i) × p(ft(xi)� yi) (3)

Zt is a normalization factor that makes
∑m

i=1Dt(i)=1. This procedure
leads to including more misclassified samples into the re-sampled
population Rt in the next round. It has been theoretically shown that
the training error of classification is bounded as follows [17].

1
m

|{i : f (xi)� yi}|�
T∏

t=1

Zt (4)

2.2. Gene boosting-based cancer classification

Informative genes for cancer classification are incrementally se-
lected by gene boosting proposed in this paper. It basically follows
the wrapper approach, but directly manipulates training samples
contrary to the conventional wrapper approaches that only use the
accuracy of classification. A filter method, embedded in this method,
selects genes with respect to the training samples reconstructed.
This increases the speed of gene selection, since it does not evalu-
ate all possible gene subsets like the conventional methods. Given
n genes, the proposed method measures their usefulness n times
for each iteration and finally obtains in c×T genes within the time
complexity of O(n× T). On the other hand, a conventional wrapper-
based method needs to evaluate ninc combinations of genes per iter-
ation to obtain in c×T genes, which might be unacceptably large like
O(ninc × T) when the number of genes incrementally added is large.
The brief overview of the proposed and conventional wrapper-based
gene selection methods is as follows.

Proposed method Conventional wrapper-based method

For T iterations For T iterations
Evaluate n genes
individually

Evaluate all possible combinations
of n genes whose size is inc

Sort them according
to their ranks

Append inc genes of the best
combination

Append top inc
genes

The proposed gene boosting algorithm for gene selection is as
follows. For each round, classification results obtained by CL( ) are
used to adjust the distribution D that affects to select informative
genes by the filter method FS( ). Genes newly appended are infor-
mative to classify samples misclassified with the current gene sub-
set, thereby it gradually improves the classification performance. In
this work, kNN(k( = 5) nearest neighbor) with Euclidean distance is
used for the base classifier CL( ), and inc (# of genes appended for
each loop) whose performance on the training dataset is the highest
is selected among several candidates.

GeneBoost_CancerClassification(�, inc)
// �: {training dataset}

// inc: # of genes incrementally added

Initialize:

G : ={�}
Rt : ={�}
∀i ∈ {1, . . . ,m}, D1(i) : = 1

m

Nt : =FS(�,D1, inc) // filter-based gene selection function

for t = 1, . . . ,T

G : =G ∪ Nt

Dt+1 : =CL(�,Dt ,G) // classification function

Nt+1 : =FS(�,Dt+1, inc)

end

return G

In order to select a subset of informative genes, in this paper, we
use a popular filter-based gene selection method that measures the
similarity with a predefined ideal marker gene [19]. At first, we con-
struct a temporal training dataset (m samples) that includes xi in pro-
portion of D(i)/(

∑m
k=1D(k)). Assume the class label yi ∈ Y = {−1,+1},

and we can define two ideal marker genes K+ and K− represented as
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strings of n real values where j = 1, . . . ,m as follows:

Ideal marker gene K+ : (k+
1 , k

+
2 , . . . , k

+
m){

k+
i = 1, if yi = +1,

k+
i = 0, if yi = −1.

Ideal marker gene K− : (k−
1 , k

−
2 , . . . , k

−
m){

k−
i = 0, if yi = +1,

k−
i = 1, if yi = −1.

(5)

Table 1
Description of the three microarray datasets used.

Dataset No. of genes No. of instances

Prostate cancer [20] 12,600 102
Lung cancer [21] 12,533 181
DCLBL [22] 4,026 47

Fig. 1. Performance with incremental and non-incremental gene selection with SN: (a) prostate cancer; (b) lung cancer; (c) DCLBL.

The ith gene gi can be expressed as

gi = (ei1, e
i
2, . . . , e

i
m) (6)

where eij is the expression level of the ith gene of the jth temporal
training sample.

In this paper, the similarity between gi and an ideal marker gene
is calculated by using one of popular measures such as Pearson corre-
lation (PC), Spearman correlation (SC), and Euclidean distance (ED),
and signal to noise ratio (SN), which is independent of the ideal
marker gene, is also used as follows.

PC(gi,K) =
∑

giK −
∑

giK
m√√√√(∑ g2i − (

∑
gi)

2

m

)(∑
K2 − (

∑
K)2

m

) (7)
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Fig. 2. Accuracy comparison on the benchmark datasets: (a) prostate cancer; (b) lung cancer; (c) DCLBL; (d) all benchmark in average.

SC(gi,K) = 1 − 6 ×∑
(r(K) − r(gi))

2

m × (m2 − 1)
(8)

ED(gi,K) =
√∑

(gi − K)2 (9)

SN(gi) = �+1(gi) − �−1(gi)
�+1(gi) + �−1(gi)

(10)

3. Experimental results

3.1. Experimental environment

At first, the proposed method is compared with conventional
filter-based gene selection methods in terms of classification ac-
curacy and redundancy of gene subsets. Three public microarray
datasets were used to assess the performance of the proposed
method as summarized in Table 1. The prostate dataset consists
of 52 prostate tumor patients and 50 nonprostate people by us-
ing oligonucleotide microarrays, and the raw data is available
at http://www-genome.wi.mit.edu/mpr/prostate. The lung cancer
dataset consists of 31 malignant pleural mesothelioma (MPM) and
150 adenocarcinoma (ADCA) samples. The dataset can be down-
loaded at http://www.chestsurg.org. DCLBL dataset is composed
of 47 samples from patients with diffuse large B-cell lymphoma
(DLBCL), the common sub-type of non-Hodgkin's lymphoma. 24
samples were grouped into the germinal center B-like, and the re-
maining samples were grouped as the activated B-like. The dataset
is available at http://llmpp.nih.gov/lymphoma.

Due to the small number of samples, we constructed a number
of random shuffles, in which the original dataset is randomly parti-
tioned into training and test data, where the ratio of the training and
test data is 9–1. The validation process is then repeated 50 times,
and the results from the 50 experiments then are averaged to pro-
duce a single estimation of the performance.

3.2. Result analysis

Fig. 1 shows the results obtained by the proposed method ac-
cording to the number of genes selected. 5 values (+2, +4, +6, +8,
+10) for inc were examined for incremental gene selection while
`once' indicates the filter approach that does not select genes

Fig. 3. The average number of genes selected.

Fig. 4. The frequency of the top 30 genes.

incrementally. In most cases, the accuracy for the training dataset of
the proposed method gradually increases, since it adds new genes
informative to correctly classify error cases, and leads to improving
the classification rate for the test dataset. When we do not select
genes incrementally, even with more genes, it shows a decrease in
the performance of classification due to the redundancy of the gene
subset. Fig. 2 shows the comparative performance of the methods
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Fig. 5. The correlation matrix on the prostate cancer dataset.

on the test dataset when we select only 90 informative genes in
terms of the average of accuracy, in which the error bar signifies
the standard deviation. The proposed method obtains better results
than the filter-based method in many cases.

Since genes obtained in the random shuffles are likely to have
large variance, here we compare the number of genes selected and
the frequency of the top 30 most frequently selected by the meth-
ods with PC for the prostate cancer dataset as shown in Figs. 3 and
4. Contrary to the conventional method, the proposed method uses
fewer genes getting selected with higher accuracy. Moreover, sev-
eral genes are repeatedly selected to improve the classification per-
formance, signifying that those genes are useful for classifying the
prostate cancer dataset.

In order to see whether the features selected by the method are
both relevant and not redundant, we analyze the correlation for the
top 30 genes selected by each method on the prostate cancer dataset
as shown in Fig. 5. The (i, j) element of thematrix is the absolute value
of the correlation coefficient between the ith gene and the jth gene
in the training data, where the gray intensity reflects the magnitude
of the correlation. The proposed method selects more diverse (less

correlated) genes than the conventionalmethod. It sometimes selects
the same gene repeatedly since it is considered to be important for
the classification.

Table 2 shows an example of gene selection by the proposed
method (inc = 4). As genes are incrementally included into the gene
subset, it is getting better to classify samples misclassified in the
previous step. Some genes are much more informative than the oth-
ers, so that selecting them repeatedly often leads to improving the
classification performance. Otherwise, as the conventional method
selects genes at once, they are subject to have similar characteristics
and fail to get a high classification rate even with many genes.

We have also compared the proposed method with two popu-
lar wrapper-based gene selection methods such as GAKNN [13] and
BIRS [6]. In the experiment, the same datasets of the previous exper-
iment as described in Table 1 were used and at most 100 genes were
selected by each method. As the result, the accuracy and the aver-
age CPU time were measured. GAKNN set the size of population and
the number of generations as 50 and 100, respectively. BIRS iterated
at most 100 times, while the proposed method needed 59 iterations
(+2:25, +4:13, +6:9, +8:7, +10:5). Especially, the SN ratio was used to
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Table 2
An example of gene selection process by the proposed method (prostate cancer dataset).

Gene no. Proposed method Conventional approach

4 8 12 16 20 24 28 4 8 12 16 20 24 28

ID 11199 5976 5686 12252 1968 1328 1968 11199 4060 6533 733 4817 2190 9834
11051 10533 3332 1086 9307 10841 165 6184 4482 3702 8767 4049 8957 12147
6184 6184 6184 1896 6184 4038 6184 11051 3332 5892 5313 5305 4172 1581
8985 4482 4235 6184 4482 1896 4482 8985 5978 10357 8057 6929 5756 10832

Tr 3 X O O O O O O X X X X O O O
Tr 5 O O O O O O O O O O O O X O
Tr 6 O O X X O O O O O O O O O O
Tr 8 O O O O O O O O O O X O O O
Tr 9 X X O O O O O X X X X X X X
Tr 14 O O O O O O O O O O O O X X
Tr 18 X O O O O O O X O O O O O O
Tr 27 O O X X X O O O X O O X O O
Tr 40 X X O O O O O X O X O O O O
Tr 53 O X O O O O O O O O O O O O
Tr 65 O O O X O X O O X X O O O O
Tr 117 X O O O O O O X X X X X O X
Tr Acc. 83.6 91 91.8 91 92.6 91 91 83.6 86.1 86.9 88.5 88.5 87.7 87.7
Te 1 O O O O O O O O O O O O X O
Te 4 X X O O O O O X O O O O O O
Te 6 O O O O O O O O O O O X O O
Te 7 X O O O O O O X O X X X X X
Te 9 X O O O O O O X O O O O O O
Te 14 X X O O X O O X O O O O X X
Te Acc. 71.4 85.7 100 100 92.9 100 100 71.4 100 92.9 92.9 85.7 71.4 85.7

Table 3
Accuracy comparison with wrapper-based approaches.

Accuracy (s) Prostate Lung DCLBL

Proposed
method

86.9% ± 11.1(177) 99.1% ± 3.2(135) 97.2% ± 10.0(40)

GAKNN 79.2% ± 12.2(701) 95.1% ± 5.2(1,323) 81.1% ± 15.7(149)
BIRS 84.7% ± 10.2(8) 97.8% ± 3.7(19) 90.1% ± 14.0(2)

calculate the similarity for the proposed method and BIRS, and the
average results of the proposed method for 5 cases (inc:+2, +4, +6,
+8, +10) were given.

As shown in Table 3, the proposed method produces the better
result than the others for the benchmark datasets in terms of the
average and standard deviation of classification accuracy. Moreover,
it takes a shorter time than GAKNN. Since BIRS conducted the rank-
ing process only once, it worked most rapidly but failed to obtain
the highest performance. Since gene selection is conducted in the
training process, it is not a time-consuming job in classifying or rec-
ognizing samples. It is only required to conduct the process one time
before the classification system works. Moreover, if the proposed
method employed a termination condition like BIRS, the computa-
tional cost might be reduced still more.

4. Conclusions

In this paper, we have proposed a gene boosting for gene se-
lection and verified its usefulness on three popular cancer datasets.
Since both of filter and wrapper approaches for gene selection have
own pros and cons, we integrate them according to the mechanism
of boosting. Genes are incrementally selected by considering mis-
classified training samples so as to append new information and
improve the overall performance of cancer classification. The pro-
posed method achieves competitive performance with fewer genes
in a reasonable time, as well as leads to the identification of some
genes frequently getting selected.

In this paper, we used simple termination conditions such as
a predefined number of iterations and a threshold of training

accuracy, and we need to explore sophisticated termination condi-
tions. Moreover, the future work includes extending the proposed
method with the structural risk minimization by using the support
vector machine as the base classifier for dealing with overfitting
problems due to the boosting approach.
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