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Abstract

Since exponentially growing web contains giga-bytes of web documents, users are faced with difficulty to find an appropriate web site. Using profile, information retrieval system can personalize browsing of the web by recommending suitable web sites. User’s evaluation on web content can be used to predict users’ preference on web sites and construct profiles automatically. User profile represents different aspects of user’s characteristics, thereby we need an ensemble of classifiers that estimate user’s preference using web content labeled by user as “like” or “dislike.” Fuzzy integral is a combination scheme that uses subjectively defined relevance of classifiers and structure adaptive self-organizing map (SASOM) is a variant of SOM that is useful to pattern recognition and visualization. In this paper, fuzzy integral-based ensemble of SASOMs trained independently is used to estimate user profile and tested on UCI Syskill & Webert data. Experimental results show that the proposed method can perform better than not only previous naive Bayes classifier but also majority voting of SASOMs.
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1. Introduction

Web is a new source of information but has no central control to maintain regularity like database. Because anyone can create web pages and link each other, web contains significantly huge number of documents. Nobody can use this information fully without knowledge discovery or advanced information search methods such as web search engine, web directory, and web mining. Web mining can be classified into three components according to the sources of information to discover knowledge: web content mining, web usage mining and structure mining. Web content mining analyzes HTML
documents to provide the user with useful information by classifying web documents or creating profile to present user’s preference based on the terms in the documents [18,28]. Web usage mining uses web log file, click stream, purchase record, and query log to extract useful knowledge [32]. Web structure mining exploits the link structure of web sites to extract relevant web pages or detect cyber community that has strong connectivity [3].

In this paper, we focus on web content mining for creating user profile from the HTML documents and user’s preference record. Estimating user profile needs non-linear function because it has the properties that are not easily captured by simple guess. Also, it contains many aspects of user’s preference such as “I like a web page that has a funny story,” “I like a web page that is likely related to sports,” and “I like a web page that has easily understandable words.” It is difficult to estimate such properties with a single machine learning model and we need to combine a number of models that complement each other with different expertise.

In the meantime, self-organizing map (SOM) is a very useful neural network to visualize large-dimensional data for mining knowledge and an efficient tool to cluster data [13,37]. Some researchers attempt to apply SOM to pattern classification [4,34]. Like other models of neural networks, one of the shortcomings is the difficulty to determine the size and structure of the network. In the previous work [5] we proposed an efficient pattern recognizer based on a dynamic node splitting scheme for the SOM, which shapes the structure-adaptive SOM (SASOM) into a pattern recognizer by splitting a node representing more than one class into a submap (composed of four nodes). Ensemble of SASOM trained independently using different feature sets provided high performance in digit recognition problem [6].

SASOM can be used as an effective pattern recognizer and also visualize map structure to understand 2-D projection of user input vector. In this paper, we have adopted the ensemble of SASOM’s to estimate user profile and each SASOM is trained independently using different feature sets. Three different feature ranking methods are used for this problem: information gain, TFIDF, and odds ratio. Information gain is a very effective feature extraction method that is used to induce decision tree in C4.5 [30]. TFIDF is a general method that is frequently used in text retrieval. Odds ratio is a very simple method that ranks features [25]. These three methods are representative feature ranking methods for text and simply implemented. There are many combination methods such as Borda count, Condorect function, voting, weighted voting, Bayesian averaging, Dempster-Shafer theory, and behavior knowledge space [36]. However, these methods cannot incorporate user’s subjective preference on classifier into combination procedure and have little flexibility. Fuzzy integral is a combination method to aggregate evidence from multiple sources using fuzzy measure and user’s subjective evaluation on classifiers’ relevance [7]. In this paper, we propose fuzzy integral-based ensemble of SASOM’s to estimate user profile from HTML documents labeled by user as “like” or “dislike.”

Fig. 1 shows the overview of the proposed scheme. Web text data is a source of training and test and must be preprocessed to be used for input data. From a preprocessed feature vector for each web document, each feature extraction method selects relevant feature sets for training: each feature set is used to train one SASOM. After training, each SASOM has different topology as shown in this figure. Fuzzy integral aggregates evidence from multiple sources at the end. This ensemble classifier can be used to predict user’s preference on unknown web documents as a user profile. To evaluate the proposed method, UCI KDD Syskill & Webert data is adopted [11]. The data contains four different topics and related web pages with user’s preference record that is “hot,” “medium,”
or “cold.” Problem lies in estimating user’s preference on unknown web page as “hot” or “cold” (“medium” and “cold” are merged because “medium” cases are few). Pazzani reported that naïve Bayes classifier performed better than other methods such as neural network and ID3 for the data [27]. For comparison, majority voting is also adopted. Experimental result indicates that the proposed method using fuzzy integral shows better performance than previous method based on naïve Bayes classifier and ensemble of SASOM’s using majority voting.

This paper is organized as follows: Section 2 presents the related works of web mining, fuzzy integral, and SASOM. Section 3 explains the proposed method that uses the ensemble of SASOM’s using fuzzy integral and feature extraction methods. Section 4 shows the experimental results.

### 2. Related works

Web mining can be categorized into three areas: web content mining, web structure mining, and web usage mining [9]. Web content mining describes the automatic search of information resource available online and involves mining web data content [22]. Web content mining can be seen from two perspectives: information retrieval view and database view [15]. Web structure mining is frequently used to extract the relevance web pages from the web such as Google [10]. Web log analysis is a representative example of web usage mining [38]. There are many applications of web mining and some of them are summarized in Table 1.

Fuzzy integral can be used to combine classifiers and there are applications in vision, face recognition, and handwritten digit recognition. Mirhosseini proposed a novel face recognition system that allowed incorporation of the importance of individual facial components in the recognition task by
Table 1
Summary of web mining research

<table>
<thead>
<tr>
<th>Problem</th>
<th>Method</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web content mining</td>
<td>Feature extraction, Semi-structured DB</td>
<td>Information gain, relational DB</td>
</tr>
<tr>
<td>Web structure mining</td>
<td>Cyber community crawling, web page ranking</td>
<td>HITS algorithm, PageRank</td>
</tr>
<tr>
<td>Web usage mining</td>
<td>Prediction of customers’ purchase behavior</td>
<td>Combination of multiple classifiers</td>
</tr>
</tbody>
</table>


One of the big challenges of data mining is the organization and retrieval of documents from archives [24]. Kohonen et al. have demonstrated the utility of a huge self-organizing map with more than one million nodes to partition a little less than 7 million patent abstracts where documents are represented by 500-dimensional feature vectors [14]. As an effective pattern recognizer, there are some variants of basic SOM. Cho developed SASOM that can adapt its structure as well as its weights. Bauer et al. presented a growing self-organizing map (GSOM) algorithm. The GSOM has a general hypercubical shape that is adapted during the learning [1]. Suganthan proposed hierarchical overlapped self-organizing maps (HOSOM). HOSOM model has one first level SOM and several partially overlapping second-level SOM’s [33].

Syskill & Webert system was designed to help users distinguish interesting web pages on a particular topic from uninteresting ones [27]. They use naïve Bayes classifiers to estimate user profile. Each user starts from initial page and records “like” or “dislike” of the web page by using icon until the number of documents that are checked reaches 10. After 10-recorded pages are collected, Bayes classifier learning algorithm is executed on them. They show that Bayes classifier could perform well with small training set. Syskill & Webert system analyzes web page and recommends links by the preference value of Bayes classifier learned for each user.

Mladenic presented several known and some new feature scoring measures appropriate for feature subset selection on large text data such as information gain, cross entropy, mutual information, weight of evidence, and odds ratio [25]. Lewis discovered the effect of selecting varying numbers and kinds of features for use in predicting category membership on the Reuters and MUC-3 text categorization data sets. In these experiments, optimal feature set size for word-based indexing was found to be low (10–15 features) despite the large training set [20]. Pal proposed soft computing method for feature analysis including various methods using fuzzy logic, neural networks and genetic algorithms for feature ranking, selection and extraction with structure preserving dimensionality reduction [26].

3. Fuzzy integration of SASOM’s

In this section, a general framework for estimating user profile using the ensemble of machine learning techniques is proposed. Combination of classifiers can perform better when each classifier
is independent to each other. In this purpose, some researchers use different feature sets to train independently and train each classifier using different feature extraction methods [6,33]. Using representative feature extraction methods, each SASOM is trained independently and combined using fuzzy integral. The importance of each classifier is determined subjectively at combination stage.

3.1. Feature selection

Feature selection is the procedure of ranking features based on the information such as frequency and dependency. In text classification, feature is a term in text and has binary value (exist or not). Feature selection procedure is necessary because there are more than 5000 or 6000 features in a collection of 20 web documents. Many features are not useful to improve performance and get difficult to learn classifier.

TFIDF is multiplication of term frequency and inverse document frequency. This measure is frequently used in text retrieval and very simple. For example, suppose that there are 20 documents, among which 10 documents contain “Hello” (DF = 0.5), and 1000 terms in 20 documents where “Hello” occurs 120 times (TF = 0.12). TFIDF of this term is calculated with the following formula (TFIDF = 0.036).

$$\text{TFIDF} = \text{TF} \times \log \frac{1}{\text{DF}}.$$  \hspace{1cm} (1)

TFIDF does not use class information of training data to calculate the importance of features. This can degrade the performance of classification. Information gain is the method based on information theory. $S$ is a set of pages and $E$ is expected information gain. $E(W,S)$ means that the expectation of term $W$ on the documents set $S$.

$$E(W,S) = I(S) - P(W = \text{present})I(S_w=\text{present}) + P(W = \text{absent})I(S_w=\text{absent}),$$

$$I(S) = \sum_{c \in \{\text{hot, cold}\}} - p(S_c) \log_2(p(S_c)).$$ \hspace{1cm} (2)

The last feature extraction method is odds ratio [25], which has been used when the goal is to make a good prediction for one of the class values [31].

$$\text{OddsRatio}(W) = \log \frac{\text{odds}(W = \text{present}|C_1)}{\text{odds}(W = \text{present}|C_2)},$$ \hspace{1cm} (3)

where $C_1$ and $C_2$ are class labels of binary classification problem. odds($X_i$) is defined as follows. $X_i$ is the probability variable such as the probability that term $W$ is in text and class label of the text is $C_1$.

$$\text{odds}(X_i) = \begin{cases} \frac{1}{n^2}, & P(X_i) = 0, \\ \frac{1}{1 - \frac{1}{n^2}}, & P(X_i) = 1, \\ \frac{\frac{1}{n^2}}{P(X_i)}, & P(X_i) \neq 0 \land P(X_i) \neq 1, \end{cases}$$ \hspace{1cm} (4)

where $n$ is a number of examples.
These three feature selection methods have different properties. TFIDF does not consider class values of documents when calculating the relevance of features while information gain uses class labels of documents. Odds ratio uses class labels of documents but they find useful features to classify only one specific class.

Web documents have tags such as ‘⟨’, ‘⟩’ and non-letters that are not appropriate as feature. They are eliminated from the index. Remaining words can be features for the classification. Each feature has the binary value that means presence or absence of the term. In content mining problem for recommendation, HTML document is classified as “like” or “dislike.” For all terms, following statistics are considered:

1. TF: Term frequency,
2. DF: Document frequency,
3. \((\text{Term} \in \text{Text A})\),
4. \((\text{Term} \notin \text{Text A})\),
5. \((\text{Text A contains the term}) \text{ and } (\text{Text A is “like”})\),
6. \((\text{Text A contains the term}) \text{ and } (\text{Text A is “dislike”})\),
7. \((\text{Text A does not contain the term}) \text{ and } (\text{Text A is “like”})\),
8. \((\text{Text A does not contain the term}) \text{ and } (\text{Text A is “dislike”})\).

Multiplication of TF and \(\log(1.0/\text{DF})\) is TFIDF. The set of documents that satisfies (3) is \(S_{w=present}\). Odds ratio uses (5)–(8). Each document is represented with the vector of features that is “0” or “1” and class label. The three different feature extraction methods produce three different representations for each document.

3.2. SASOM

SOM is a neural network model that has property of preserving topology of map and is frequently used to visualize high-dimensional data to low-dimensional space. Fig. 2 shows basic structure of SOM. White node represents input node where input vector is inputted and black node represents neuron. Each neuron competes with other neurons to become the winning node.

Basic SOM fixes the structure of map and shows low performance in classification because each node has data that have different class labels. This property is very useful in unsupervised clustering.
but becomes weak property in classification. When a node has data that have different class labels, SASOM divides the node into a submap of 4 nodes. Dynamic node splitting scheme is able to simultaneously determine a suitable number of nodes and the connection weights between input and output nodes in self-organizing map.

The basic procedure for SASOM is very simple like this:
(1) Start with a basic SOM (in our case, a 4 × 4 map in which each node is fully connected to all input nodes).
(2) Train the current network with the Kohonen’s algorithm [27].
(3) Calibrate the network using known I/O patterns to determine:
   (a) which node should be replaced with a submap of several nodes (in our case, 2 × 2 map), and
   (b) which node should be deleted.
(4) Unless every node represents a unique class, go to step 2.

Basic learning algorithm of SOM is as follows.
\[
\|x - w_c\| = \min_i \{\|x - w_i\|\}. \tag{5}
\]

The initial map of the network consists of 4 × 4 nodes. The weight vector of node \(i\) shall be denoted by \(w_i \in R^n\). Euclidean distance between \(x\) and \(w_i\) is minimized at \(w_c\) called winner node. All nodes within \(N_c\) update weights by following rule where \(\alpha(t)\) is a learning rate, 0 < \(\alpha(t)\) < 1.
\[
w_i(t + 1) = \begin{cases} 
   w_i(t) + \alpha(t)[x(t) - w_i(t)] & \text{if } i \in N_c(t), \\
   w_i(t) & \text{if } i \notin N_c(t). 
\end{cases} \tag{6}
\]

A node representing more than one class is replaced with several nodes. Weights of child nodes of parent node are determined as follows:
\[
C = \frac{(P \times 2) + \sum N_c}{S}, \tag{7}
\]
where \(N_c\) is the neighborhood nodes of child and \(S\) is the number of \(N_c + 2\).

Fig. 3 shows an instance of node splitting. In this case, the weight of \(C_0\) is determined as follows:
\[
C_0 = \frac{(P_4 \times 2) + P_0 + P_1}{4}. \tag{8}
\]

Fig. 4 shows how the network structure changes as some nodes representing duplicated classes are replaced by several nodes having finer resolution. The structure of the network is quite similar to Kohonen’s self-organizing map except for the irregular connectivity in the map.

Fig. 5 shows the whole procedure of learning independent classifiers using different feature sets. Feature set is a set of terms in a collection of web documents. Using feature selection methods, we can extract the most relevant features, respectively. For example, the first feature subset selects “Initial,” “Distance,” “Node” and “Several” as the most relevant features. Using these features, input vectors are constructed. For example, the first web documents using the first feature subset has a vector \(\langle 0,1,0,1,1 \rangle\) that means “Initial” does not exist, “Distance” exists, “Node” does not exist, “Several” exists, and the class label of this document is “1.” Using these input vectors, each SASOM is trained.
Fig. 3. An instance of node splitting.

Fig. 4. Map configuration changed through learning. (a) Initial status. (b) Intermediate status. (c) Final status.
3.3. Fuzzy integral

There are many combination methods that use the decision of multiple classifiers. They assume that each classifier has the same relevance to the problem. Weighted averaging calculates the relevance of each classifier by using objective measure such as classification performance on training data. Fuzzy integral provides the importance of each classifier measured subjectively. Final decision is integrated from the evidence of classifier for each class and the importance of classifiers subjectively defined by users.

The fuzzy integral introduced by Sugeno [37] and the associated fuzzy measures [19,39] provide a useful way for aggregating information. Fuzzy integral is defined as follows

**Definition 1.** Let $X$ be a finite set of elements. A set function $g : 2^X \rightarrow [0, 1]$ with

1. $g(\emptyset) = 0$,
2. $g(X) = 1$,
3. $g(A) \leq g(B)$ if $A \subset B$ is called a fuzzy measure.

Fuzzy measure assigns a real value between 0 and 1 for each subset of $X$. From the definition of a fuzzy measure $g$, Sugeno introduced the so-called $g_\lambda$-fuzzy measures satisfying the following additional property. For all $A, B \subset X$ and $A \cap B = \emptyset$,

$$g(A \cup B) = g(A) + g(B) + \lambda g(A)g(B)$$

for some $\lambda > -1$.\hspace{1cm} (9)
It affords that the measure of the union of two disjoint subsets can be directly computed from the component measures.

Sugeno developed the concept of the fuzzy integral, which is a nonlinear functional that is defined with respect to a fuzzy measure, especially \( g \)-fuzzy measure.

**Definition 2.** Let \( X \) be a finite set, and \( h : X \to [0,1] \) be a fuzzy subset of \( X \). The fuzzy integral over \( X \) of the function \( h \) with respect to a fuzzy measure \( g \) is defined by

\[
h(x) \circ g(\cdot) = \max_{E \subseteq X} \left[ \min \left( \min_{x \in E} h(x), g(E) \right) \right].
\]

(10)

The following properties of the fuzzy integral can be easily proved [10]:

1. If \( h(x) = c \) for all \( x \in X \), then \( h(x) \circ g(\cdot) = c \).
2. If \( h_1(x) \leq h_2(x) \) for all \( x \in X \), then \( h_1(x) \circ g(\cdot) \leq h_2(x) \circ g(\cdot) \).
3. If \( \{A_i | i = 1, \ldots, n\} \) is a partition of the set \( X \), then

\[
h(x) \circ g(\cdot) \geq \max_{i=1}^{n} e_i,
\]

(11)

where \( e_i \) is the fuzzy integral of \( h \) with respect to \( g \) over \( A_i \).

The calculation of the fuzzy integral is as follows: Let \( Y = \{y_1, y_2, \ldots, y_n\} \) be a finite set and let \( h : Y \to [0,1] \) be a function. Suppose \( h(y_1) \geq h(y_2) \geq h(y_3) \geq \cdots \geq h(y_n) \). Then a fuzzy integral \( e \) with respect to a fuzzy measure \( g \) over \( Y \) can be computed by

\[
e = \max_{i=1}^{n} \left[ \min(h(y_i), g(A_i)) \right],
\]

(12)

where \( A_i = \{y_1, y_2, \ldots, y_i\} \). \( \lambda \) is given by solving the equation

\[
\lambda + 1 = \prod_{i=1}^{n} (1 + \lambda g^i), \quad \lambda \in (-1, +\infty) \quad \text{and} \quad \lambda \neq 0.
\]

(13)

This equation is derived from following recursive calculation. \( \lambda \) can be easily calculated by using the \((n - 1)\)st degree polynomial.

\[
g(A_1) = g(\{y_1\}) = g^1,
\]

\[
g(A_i) = g^i + g(A_{i-1}) + \lambda g^i g(A_{i-1}) \quad \text{for} \quad 1 < i \leq n.
\]

(14)

Let \( C = \{c_1, c_2, c_3, \ldots, c_N\} \) be a set of classes, where binary classification problem has \(|C| = 2\). Let \( Y = \{y_1, y_2, \ldots, y_n\} \) be a set of classifiers, and \( h_k : Y \to [0,1] \) be partial evaluation of the object \( A \) (to be classified) for class \( c_k \). \( h_k(y_i) \) is an indication of how certain we are in the classification of object \( A \) to be in class \( c_k \) using the network \( y_i \). The set \( Y \) is sorted by the value of \( h_k(y_i) \) for each class in descending order. \( A_{ki} \) means a set of former \( i \) elements in \( Y \) for the class \( k \).

\[
\text{Final class} = \arg\max_{c_k \in C} \left[ \max_{i=1}^{n} \left[ \min(h_k(y_i), g(A_{ki})) \right] \right].
\]

(15)

Each SASOM determines the class label of an unknown document as “0” or “1” (in the binary classification problem). If SASOM\(_1\) classifies the document as “0”, \( h_0(\text{SASOM}_1) = 1.0 \) and
Supposed that there are three SASOM’s, user evaluates classifiers as $g^1$, $g^2$ and $g^3$, respectively. $\lambda$ is calculated from $g^1$, $g^2$, and $g^3$. It is easily determined from the 2nd degree polynomial based on (13). For each class $k$, classifiers are sorted by $h_k(SASOM_i)$. By the sorted order, they are labeled as $y_1$, $y_2$ and $y_3$. With $g(y_1)$, $g(y_1, y_2)$ and $g(y_1, y_2, y_3)$, the class label of the unknown document is determined using formula (15).

4. Experimental results

The proposed ensemble aims to estimate user profile by learning the data of web documents. From the UCI KDD database, Syskill & Webert data that have web documents and user’s preference value (“hot” or “cold”) are accessible. Syskill & Webert data have four different topics “Bands,” “Biomedical,” “Goats,” and “Sheep,” among which we use “Goats” and “Bands” data.

“Goats” data have 70 HTML documents and “Bands” 61 HTML documents. Each document has the class label of “hot” or “cold.” Fig. 6 shows HTML file and rating data. Each HTML file contains texts related with the topic. Rating file contains file name, rating, URL, date and title orderly. Preprocessing of web documents constructs input vector with selected features and class label. From training data, we extract $k$ important features using three different feature selection methods. Each method ranks all features by different manner. Fig. 7 shows different ranks of features for each method. Using Bands data with 10 training documents, 1200 terms are gathered. In this figure, ranks of a term are different for each method. Document $D = \langle v_1, v_2, v_3, \ldots, v_{128}, c \rangle$ has three different input vectors that are used to train SASOM. The procedure of preprocessing of HTML documents is as follows:

1. Eliminate non-letters,
2. Change capital letter to small one; Stop list is a set of following features
   (a) Sort terms by the frequency,
   (b) Select 600 terms that are highly ranked as stop list.
3. Eliminate stop list,
4. Make index table $\langle$feature, list of documents that have the feature$\rangle$,
5. Calculate feature relevance using Information gain, TFIDF and odds ratio,
6. Sort the features by TFIDF and select $k$ features; Sort the features by information gain and select $k$ features; Sort the features by odds ratio and select $k$ features, where $k$ is determined as 128 [27],
7. Construct input vector for training and test data.

Fig. 7 shows that the three feature extraction methods perform differently. If they are similar to rank terms, the rank of terms are similar but in the figure, the rank of the term for three feature extraction method are very different. In this figure, height of the bar is rank of the term. If the term is relevant, the height of the bar is short because the rank is small.

The problem to solve is to predict unknown documents’ classes using known web documents with ensemble of three different SASOMs trained using the input vectors. For each topic, we have conducted 8 different experiments (each experiment has different number of training data and test data). The number of training data is increased by 5 from 10 to 45. Remaining data are used as test set. Experiments are repeated 10 times and the result is the average of them. For comparison, Pazzani’s results of naive Bayes classifier, nearest neighbor, ID3, perceptron, Backpropagation, PEBLS, and Rocchio are used [27].
Fig. 6. UCI Syskill & Webert data.

Fig. 7. Rank of features for each feature extraction method (If the height of bar is high, the term is recognized as irrelevant feature in the context of the feature selection method).

Fig. 8 shows the performance of individual classifiers trained using the feature subsets. There are three different feature subsets (information gain, TFIDF and odds ratio). Each classifier shows different performance. In Bands, information gain performs the best. In Goats, odds ratio and TFIDF are good. Accuracy means the ratio of correct predictions. Fig. 9 shows different maps of SASOM’s
for three different feature extraction methods. In Fig. 9(c), there is only nodes with label “1” and this is an exceptional case. Other SASOMs’ that use input vectors from odds ratio have nodes with label “1” or “0.”

User has several reasons to have selected a web page for “hot.” In SOM, neighbor nodes represent similar characteristics though they have different class label. In Fig. 9 (a), there are five distinct groups and we can estimate that user has five different criteria for the decision. Other map analyzes user’s criterion with different manner. By analyzing the criterion, we can capture conceptual understanding of user’s classification and apply it to web mining. Table 2 summarizes the number of nodes in the topology of SASOM.

---

**Fig. 8.** Performance of single SASOM classifier that is trained using feature subset. (a) Bands. (b) Goats.
Fig. 9. Topology of maps in Goats data (The number of training data is 45). (a) Information gain. (b) TFIDF. (c) Odds ratio.

<table>
<thead>
<tr>
<th>The number of training data</th>
<th>Information gain</th>
<th>TFIDF</th>
<th>Odds ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>9</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>15</td>
<td>12</td>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>20</td>
<td>11</td>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>25</td>
<td>17</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>30</td>
<td>25</td>
<td>21</td>
<td>5</td>
</tr>
<tr>
<td>35</td>
<td>19</td>
<td>25</td>
<td>5</td>
</tr>
<tr>
<td>40</td>
<td>24</td>
<td>26</td>
<td>5</td>
</tr>
<tr>
<td>45</td>
<td>30</td>
<td>27</td>
<td>5</td>
</tr>
</tbody>
</table>
Table 3
Fuzzy measure of classifiers (1: information gain, 2: TFIDF, 3: Odds ratio)

<table>
<thead>
<tr>
<th>The number of training data</th>
<th>Bands</th>
<th></th>
<th></th>
<th></th>
<th>Goats</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$g_1^i$</td>
<td>$g_2^i$</td>
<td>$g_3^i$</td>
<td></td>
<td>$g_1^i$</td>
<td>$g_2^i$</td>
<td>$g_3^i$</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td></td>
<td>0.99</td>
<td>0.01</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td></td>
<td>0.99</td>
<td>0.99</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td></td>
<td>0.99</td>
<td>0.99</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.99</td>
<td>0.99</td>
<td>0.01</td>
<td></td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.99</td>
<td>0.99</td>
<td>0.01</td>
<td></td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>0.99</td>
<td>0.01</td>
<td>0.99</td>
<td></td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0.99</td>
<td>0.99</td>
<td>0.00</td>
<td></td>
<td>0.99</td>
<td>0.01</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>0.99</td>
<td>0.99</td>
<td>0.00</td>
<td></td>
<td>0.99</td>
<td>0.01</td>
<td>0.99</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 10. Combination of SASOM’s using fuzzy integral. (a) Bands. (b) Goats.
Table 3 shows fuzzy measure of classifiers that are determined subjectively. Subjective assignment is a strong point of the proposed method, and some strategies based on the preference on the validation data set have been proposed previously [7], even though we could not use it this time due to the lack of the validation data set. Also, we were not that careful to adjust the measures and just assigned the rough values based on the performance on the training data set.

Fig. 10 shows the performance of ensemble of SASOM’s using fuzzy integral and majority voting. For comparison, results of Pazzani’s naïve Bayes classifier are used. In Bands, fuzzy integral performs better than naïve Bayes classifier and majority voting. In Goats, fuzzy integral performs better than other two methods. Majority voting of SASOM’s shows better performance than naïve Bayes classifier but lower performance than fuzzy integral.

Implementation of the proposed method needs efficient indexing method because there are many terms in the text collections. Feature ranking needs additional information such as term occurrence, document frequency of the term, and conditional probability information. Empirically, SASOM does not need much time to learn the user profile because the size of training data is not large in this problem.

Fig. 11 shows a comparison with other seven classifiers. Twenty examples are chosen as a reasonable intermediate number of examples. Training set size is 20 and the remaining of data is used as a test set. It can be confirmed that fuzzy integral performs better than other classifiers.
5. Concluding remarks

In this paper, we have proposed an ensemble of SASOM’s using fuzzy integral to classify web documents based on user’s preference. Experimental results show that the proposed method performs better than the results of previous studies and majority voting of SASOM’s. Fuzzy integral provides the method of measuring the importance of classifiers subjectively. SASOM can classify documents with high performance and visualize its map to understand internal mechanism. The proposed method can be effectively applied to web content mining for predicting user’s preference as user profile.
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