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Abstract: The discovery of association rule acquire an imperative role in data 
mining since its inception, which tries to find correlation among the attributes 
in a database. Classical algorithms/procedures meant for Boolean data and they 
suffer from sharp boundary problem in handling quantitative data. Thereby 
fuzzy association rule (i.e., association rule based on fuzzy sets) with fuzzy 
minimum support and confidence is introduced as an alternative tool. Besides, 
rule length, comprehensibility, and interestingness are also potentially used as 
quality metrics. Additionally, in fuzzy association rule mining, determining 
number fuzzy sets, tuning membership functions and automatic design of  
fuzzy sets are prominent objectives. Hence fuzzy association rule mining 
problem can be viewed as a multi-objective optimisation problem. On the other 
side, multi-objective genetic algorithms are established and efficient techniques 
to uncover Pareto front. Therefore, to bridge these two fields of research many 
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methods have been developed. In this paper, we present some of the popular 
state-of-art multi-objective fuzzy-genetic algorithms for mining association 
rules. In addition, their novelty, strengths, and weaknesses have been analysed 
properly with a comparative performance. The indicative future research 
direction and an extensive bibliography of this paper may be an attracting point 
for researchers from diversified domains to explore and exploit further. 

Keywords: association rule; fuzzy set; fuzzy association rule; multi-objective 
optimisation; genetic algorithm; multi-objective genetic algorithm; support; 
confidence. 
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1 Introduction 

Data mining (Han and Kaufman, 2011; Witten et al., 2011; Adamo, 2000) refers to the 
extraction of novel, interesting, and potentially useful patterns from large databases in 
association to preprocessing and post processing tasks of knowledge discovery in 
databases (KDD). The data mining technique aims at building an efficient predictive or 
descriptive model of a large amount of data, which explains it appropriately and able to 
generalise to the new data. Classification (Quinlan, 1993), clustering (Jain and Dubes, 
1988), sequential pattern analysis (Koper and Nguyen, 2011), prediction (Ozekes and 
Camurcu, 2002), association rule mining (Agrawal et al., 1993), data visualisation  
(Keim, 2002), etc., are popularly used data mining (Chen et al., 1996; Freitas, 2002) 
techniques. 

Association rule mining is an important data mining technique, which was initially 
proposed by Agrawal et al. (1993), and is widely known as market-basket problem 
analyser for studying consumer-purchasing patterns. This problem can be stated as 
follows: “A set of items and their sales records, which consist of the sale of items in a 
particular date, are given. The task is to find the association/relation among items of the 
transactions”. An efficient approach of categorisation to association rules is presented in 
Won and McLeod (2012). 

In other words, the problem is to discover association rules in the form: 

            ,IF A Then B  (1) 

where A and B are set of items called frequent item sets. 
Fundamentally association rule mining problem aims at mining association rules 

satisfying minimum support and confidence. Several other objectives like lift, coverage 
and conviction, etc. (Brin et al., 1997; Geng and Hamilton, 2006; Bagui et al., 2009) have 
been used to enumerate the superiority of the rule. These evaluation measures may incur 
trade-off of different degrees depending on the database used and extracted information 
type. In lieu of this fact, researcher tries to visualise association rule mining problem as a 
multi-objective problem (Ghosh and Nath, 2004; Dehuri et al., 2006; Atlas et al., 2008). 

Most of the conventional association rule mining algorithms (HooshSadat et al., 
2011; Chi, 2012; Srikant and Agrawal, 1996; Coenen et al., 2004; Sekhavat et al., 2010) 
are competent to handle Boolean or binary data. These algorithms mine rules from 
quantitative data as well, by first partitioning into interval and subsequently converting 
them into Boolean type. However, the partitioning procedures suffer from ‘sharp 
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boundary problem’, which means, it either over-emphasise or under-estimate the 
attributes near the boundaries, which may cause inappropriate representation of semantics 
in the rules (Olufunke et al., 2010). 

In order to vacate from the sharp boundary problem in association rule mining 
process, fuzzy association rules (Kouk et al., 1998; Gyenesei, 2001) are introduced, 
which uses fuzzy sets in form of linguistic variables. According to the assertion of 
Dubois et al. (2005), expressing associations between data using fuzzy sets widen the 
represented relationship types and make easy interpretation of rules in linguistic terms 
and avoids the unnatural boundaries in partitioning the attribute domains. More precisely, 
fuzzy association rules are intuitive, human understandable, and can handle vague and 
imprecise data. 

A typical fuzzy association rule (Kouk et al., 1998; Muyeba et al., 2008) is 
represented in the form given in equation (2): 

,If P is F then Q is G  (2) 

where F and G are set of fuzzy sets used in describing set of items P and Q respectively. 
Many of the existing fuzzy association rule mining algorithms (Kalia et al., 2012; 

Mangalampalli and Pudi, 2009; Ouyang, 2012) ask for pre-defined membership 
functions, which is quite a difficult task in practice. Like (crisp) association rule mining 
algorithms, fuzzy association rule mining problem modelled as a multi-objective 
optimisation problem with additional objectives/criteria like; automatic discovery of 
membership functions, optimising number of fuzzy sets, and interpretability, in addition 
to the objectives of (crisp) association rule mining problem. 

Solving multi-objective problem by single objective genetic algorithms causes 
problem (Coello, 1998; Tamaki et al., 1996), as separate objectives have unequal 
effective ranges (Bentley and Wakefield, 1997). If the used multi-objective ranking 
method (di Pierro et al., 2007) is not range-independent, then one or more objectives in 
the problem can dominate the others; give rise to poor solutions, which prompt to use 
multi-objective genetic algorithms in solving these problems. 

The rest of the paper is organised as follows. In Section 2, we discuss association and 
fuzzy association rule mining problem. Introduction to multi-objective optimisation 
problem and genetic algorithm-based approach is discussed in Section 3. Fuzzy 
association rule mining using multi-objective genetic algorithms is the focus of  
Section 4. In Section 5, we discuss the performance comparison of the popular 
approaches. Applications and conclusions along with future note of research are given in 
Sections 6 and 7. 

2 Association and fuzzy association rule mining problem 

Association rule mining (Agrawal et al., 1993) originate, to find buying pattern of the 
customers through a process of market basket Analysis. Since then, association rule 
mining has been studied and applied in different areas like medical diagnosis (Rajendran 
and Madheswaran, 2010), stock market prediction (Argiddi and Apte, 2012), web mining 
(Chai and Li, 2010), network intrusion detection (Mao and Zhu, 2002), manufacturing 
(Wantanabe, 2010), recommender system (Xizheng, 2007), etc., and find patterns that 
associate different attributes (Tzacheva, 2012; Zhang et al., 2010). 
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An association rule mining problem can be defined as: “Given a dataset of 
transactions, each of which is a set of items, a minimum support value, and minimum 
confidence value. Find rules in the dataset, satisfying support-confidence thresholds”. 
Mathematically, Let I be the given set of m-items, I = {i1, i2, …, im} and database D be 
the set of n transactions, D = {t1, t2, …, tn}. For a given transaction with k items 

1 2
{ , ,........... }

kj j j jt i t t=  and ,
ijt I∈  an association rule may be of the form A ⇒ B, or  

If A THEN B, where A, B ⊂ I are sets of items called itemsets and A ∩ B = ϕ (Kantardzic, 
2003). Apriori (Agrawal, 1993) is a widely used algorithm, used for association rule 
generations. 

Most of the association rule mining algorithms/approaches are designed to handle 
binary or Boolean data. In order to handle quantitative data, we have to partition these 
data into intervals and then transforming those data into Boolean type. This process of 
conversion suffers from sharp boundary problem, which cause the ignorance or over-
emphasise of element near the boundary. With respect to human perception, use of sharp 
boundary is not intuitive. As an example, this method may classify a person as tall if 
height is greater than 160cm and short if it is less than 160cm. This does not match with 
the human perception of tall and short. Similarly these methods classify both height of 
60cm and 155cm as short. This is also against the human perception. 

In order to eliminate these problems, fuzzy sets (Kouk et al., 1998) are introduced in 
quantitative association rule mining. Each attributes are associated with one or more 
fuzzy sets. So a person may belong to tall or short with some membership degree. 

Let I be the given set of m-items, I = {i1, i2, …, im} and database D be the set of n 
transactions, D = {t1, t2, …, tn}. Each attribute ik is associated with a set of p fuzzy sets F, 
i.e., 1 2{ , ,......., }.

k k k

p
i i iF f f f=  Then a fuzzy association rule is of the form: A is F ⇒ B is G 

or, If A is F then B is G, where A, B ⊆ I are itemsets and A = {a1, a2, …, ap} (ai ≠ aj,  
if i ≠ j) and B = {b1, b2, …, bq} (bi ≠ bj, if i ≠ j). The fuzzy sets correspond to the attributes 
in A and B are 

1 2
{ , ,........, }

pa a aF f f f=  and 
1 2

{ , ,........., }.
qb b bG g g g=  

The pair <A, F>, is defined as a fuzzy itemset, in which A(⊆ I) is an itemset and F is a 
set of fuzzy sets associated with attributes in A. 

The support of a fuzzy item set <A, F> denoted as FS<A, F> is calculated using 
equation (3). 

[ ]( ) [ ]( ) ( ){ }1 21 2
1

( , )

............
,

p

m

a v a v a v p
v

FS A F

t a t a t a

D

α α α
=

< >

⎡ ⎤⊗ ⊗ ⊗ ⎣ ⎦
=
∑  (3) 

where 

• A = {a1, a2, …, ap} and tvis the vth record in D 

• ⊗ is the T-norm operator of fuzzy logic, similar to AND in traditional logic 

• ( [ ])
ua v ut aα  is calculated using the formula: 
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( [ ]) if ( [ ])
( [ ]) ,

0 if otherwise
u u

u

a v u a v u
a v u

m t a m t a
t a

θ
α

≥⎧⎪= ⎨
⎪⎩

 

where 
uam  the membership function of fuzzy set is 

uaf  associated with au and θ is the 

threshold for membership value specified by users. 
|D|, is the total number of transactions in the database D. 
A fuzzy itemset <A, F> may be a frequent itemset if its support is greater or equal to a 

fuzzy minimum support (fminsupp) supplied by the user. That is, 

( , ) .FS A F fminsupp< > ≥  (4) 

The support of a fuzzy association rule (A is F ⇒ B is G) is calculated as: 

( ) ( , ).FS A is F B is G FS A B F G⇒ = < ∪ ∪ >  (5) 

The confidence of a fuzzy association rule (A is F ⇒ B is G) is calculated by  
equation (6): 

( , )( ) .
( , )

FS A B F GFC A is F B is G
FS A F
< ∪ ∪ >

⇒ =
< >

 (6) 

A fuzzy association rule is accepted if its support and confidence value is greater than the 
predefined minimum support and minimum confidence value. 

Like association rule discovery, fuzzy association rules are discovered via two 
phases. In first phase all possible frequent itemsets are obtained from the input database. 
In second phase all possible confident fuzzy association rules are mined from the 
frequent itemsets obtained in first phase. The quality of a fuzzy association rules are 
judged using many other metrics like interestingness (Freitas et al., 1999), 
comprehensibility (Hsu et al., 1997), interpretability (Jin, 2000), number of fuzzy sets, 
etc. 

3 Multi-objective optimisation problem and approaches 

Finding best result under the given conditions is known as optimisation. In an 
optimisation problem (Boyd and Vandenberghe, 2004) with more than one objective 
function, locating one or more optimum solutions is referred as multi-objective 
optimisation. 

In a single objective optimisation method, a best solution is found out, corresponding 
to the minimum or maximum value of a single objective function, which knobs all 
objectives into one. Hence it cannot provide a set of different solutions that trade 
different objectives against each other. However multi-objective optimisation method 
(Marler and Arora, 2004) simultaneously optimises two or more conflicting objectives 
subject to certain constraints. 

According to Osyczka (1985), multi-objective optimisation problem can be  
defined as: 
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“A vector of decision variables which satisfies constraints and optimizes a 
vector function whose elements represent the objective functions. These 
functions form a mathematical description of performance criteria which are 
usually in conflict with each other. Hence the term “optimizes” means finding 
such a solution, which would give the values of all the objective functions 
acceptable to the decision maker”. 

Mathematically this can be stated and visualised as follows: 
Find the vector 1 2, ,.., ,dx x x x=< >

G  which can optimise the vector function 

1 2( ) ( ), ( ),...., ( )nf x f x f x f x=< >
G G G G G  simultaneously and satisfy m inequality constraints 

,0)( ≥xgi  i = 1, 2,…, m and p equality constraints ( ) 0,jh x =
G

, j = 1, 2, ……., p. 
The solution of a MOP, generally not unique but can be represented by a set of 

solutions which are referred as good trade-offs or compromises. This concept is termed as 
Pareto optimality, originally proposed by Edgeworth (1881) and generalised by Pareto 
(1896). A vector solution x

G
 is called Pareto optimal if there exists no feasible vector x 

which would increase some criterion without causing a simultaneous decrease in at least 
one other criterion, in case of a maximisation problem. This is accepted as the Pareto 
optimum solution. Pareto optimum set is generally called an efficient solution set or a 
non-dominated solution set. 

Hence, the main goal of multi-objective optimisation algorithms is to identify 
solutions in Pareto optimal set. In practice, it is very difficult to identify the whole Pareto 
optimal set for multi-objective problems because of its size. So practically in  
multi-objective optimisation a set of solutions are found which are very close to the 
Pareto optimal set. These methods give rise to a set of compromised solutions, known as 
the trade-off, non-dominated, non-inferior or Pareto-optimal solutions (Cohon, 1978). 

The multi-criteria decision making (MCDM) techniques (Miettinen, 1998) are 
conventional methods employed in solving these multi-objective optimisation problems. 
Now-a-days multi-objective evolutionary algorithms (MOEA) are commonly adopted 
techniques in solving these problems. By using a set of population and evolution process, 
these algorithms effectively and efficiently handle these optimisation problems having 
composite trait like discontinuities, multimodality, disjoint feature space and noisy 
features. One of the advantages of MOEAs over MCDM techniques (Miettinen, 1998) is 
that in a single run, a number of Pareto-optimal solutions with a wide range of objective 
values can be simultaneously obtained, however multiple runs are needed to find same 
number of Pareto optimal solution when MCDM techniques are followed. 

The classical multi-objective optimisation methods such as weighted sum (Cohon, 
1978), constraint method (Cohon, 1978), goal programming (Steuer, 1986), min-max 
approach (Koski, 1984), etc., are suffers from the following difficulties: 

• to find multiple optimal solutions, repeated application is sought 

• some prior knowledge is needed about the problem under consideration 

• shape of the Pareto-optimal front may be affected by some method 

• problems with uncertainties or stochastic may not handled properly 

• problems with discrete search space may not handle efficiently. 
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On the contrary, multi-objective genetic algorithms (Dehuri and Ghosh, 2004) have the 
following advantages: 

• ability to handle with a set of possible solutions simultaneously 

• in single run of the algorithm, many constituent of the Pareto optimal set can be 
obtained 

• in the whole search space, solutions are searched 

• shape of Pareto front is rarely disturbed. 

Hence multi-objective genetic algorithm is good candidate for solving multi-objective 
problem and fuzzy association rule mining problems.  

A few popular multi-objective genetic algorithms are: vector evaluated genetic 
algorithm (VEGA) (Schaffer, 1985), multiple objective genetic algorithm (MOGA) 
(Fonseca and Fleming, 1993), non-dominated sorting genetic algorithm (NSGA) 
(Srinivas and Deb, 1994), Niched-Pareto genetic algorithm (NPGA) (Horn et al., 1994), 
elitist non-dominated sorting genetic algorithm (NSGA-II) (Deb et al., 2002),  
non-dominated rank-based sorting genetic algorithm (NRSGA) (Ghosh and Das, 2008), 
multi-objective genetic modified algorithm (MOGMA) (Vandeva, 2012), etc. A typical 
multi-objective genetic algorithm may look like as in Figure 1. 

Figure 1 A simple multi-objective genetic algorithm 

 



   

 

   

   
 

   

   

 

   

    On the mining of fuzzy association rule 9    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

4 Multi-objective genetic algorithms for crisp/fuzzy association rule 
mining 

Crisp and fuzzy association rule mining problem can be viewed as a multi-objective 
problem rather than a single objective problem. These multi-objective optimisation 
models are solved using genetic algorithm (Coello, 1998), by converting the objectives 
into a single objective function by forming a linear combination of objectives, where 
setting the weight of the objectives is a vital problem and hence desired goal may not 
achieved. Instead multi-objective GA can handle multiple objective functions 
simultaneously and generate a good approximation of the Pareto front and hence are 
suitable tool for solving these problems. Hence researchers deliberately exercised the 
existing MOGAs or attempted to propose new MOGA for crisp and fuzzy association 
rule mining problem (Ghosh et al., 2008). 

4.1 Multi-objective association rule and approaches 

Association rule mining in its basic form is to mine all the association rules that are 
satisfied minimum support and confidence (Agrawal et al., 1993; Agrawal and Srikant, 
1994). This support-confidence framework is followed by all most all popular rule 
mining techniques such as apriori (Agrawal, 1996), AIS (Agrawal et al., 1993), DIC 
(Brin et al., 1997), estMax (Woo and Lee, 2009), etc. Beyond these two, several rule 
evaluation criteria used in judging the interestingness or goodness of the rules (Bayardo 
and Agrawal, 1999; Freitas, 1999; Tan et al., 2002) are variance, gain, entropy gain, gini, 
lift, conviction and chi-square value, J-measure, surprise, Laplace. Another rule measures 
is comprehensibility, which measure the number of attributes involved in the rule and 
tries to compute the understandability of the rule. According to Bayardo and Agrawal 
(1999), the association rule extracted using any of the metrics described above is a 
Pareto-optimal rule with respect to support and confidence. This study motivates the 
researchers to incorporate the evolutionary multi-objective algorithms (Del et al., 2011; 
Schaffer, 1984; Coello, 1999) in rule mining. 

As pointed out by Ghosh and Nath (2004) that some of basic difficulties faced by the 
popular association rule mining algorithm based on Agrawal et al.’s approach work for 
binary databases are: 

1 In case of a database having huge number of attributes, where each attribute has 
many distinct values, the number of items (number of field) will be high. Storing 
these huge databases is very difficult by existing algorithms in order to use for rule 
mining algorithms. 

2 Frequent item-set generation is one of two phases used by the existing algorithm, 
where frequent item-sets are generated from the all possible item-sets, measuring 
support count of the item-set and using minimum support, a user-defined threshold. 
Less number of frequent item-sets will be generated if minimum support is too big, 
on the other hand most of the item sets will become frequent if minimum support is 
too small. Hence better rule selection will be effected. 
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3 These algorithms use separate symbols for each possible value of an attribute in 
order to encode. Although these methods are well suited for categorical attributes but 
are not suitable for numerical attributes. As a remedy some range of values may be 
defined and for each range of values an item is defined. But this method is not fit in 
all situations, because range of different attributes are different, which create 
problem in defining range. 

4 In generating rule by these algorithms, the ordering of the items are always 
maintained, hence the rule without sequence are not mined, although they appear in 
the database. 

In view of the above limitations, Ghosh and Nath (2004) modelled the association rule 
mining problem as a multi-objective problem considering the measures like support 
count, comprehensibility, and interestingness and then solve it by using genetic 
algorithms. 

Dehuri et al. (2006) presents a fast and scalable multi-objective association rule 
mining technique using genetic algorithm from large database using the objective 
functions such as confidence factor (Imielinski et al., 1993), comprehensibility  
(Hsu et al., 1997) and interestingness (Freitas et al., 1999). As the multi-objective genetic 
algorithm (MOGA) tends to be slow in comparison with most classical rule mining 
methods, in order to overcome these difficulties they propose a fast and scalable MOGA 
using the inherent parallel processing nature of genetic algorithms in a homogeneous 
dedicated network of workstations. 

Hu and Yang-Li (2007) have modelled the association rule mining problem as a 
multi-objective optimisation problem by considering three objectives; namely statistical 
correlation, comprehensibility, and confidence. Authors solves the said problem in an 
intelligent data mining way by implementing multi-objective co-evolutionary algorithm 
which does not necessitate the user supplied threshold. The proposed process reduces 
majority of the weak and negative rules and improve the comprehensibility of the 
generated rules. 

Martin et al. (2011) have designed an approach by extending the NSGA-II (Deb et al., 
2002), a popular multi-objective genetic algorithm for mining a set of quantitative 
association rules by means of a good trade-off between interpretability and accuracy. For 
this, an evolutionary learning of the intervals of the attributes and maximisation of three 
objectives; the interestingness, comprehensibility, and performance (product between 
support and confidence) are performed. 

Wakabi-Waiswa and Baryamureeba (2011) have proposed a multi-objective genetic 
algorithm, to generate association rules satisfying the five quality rule measures, such as: 
confidence, support, interestingness, lift, and J-measure referred as multi-objective 
genetic algorithm for mining association rules (MOGAMAR). 

Hadian et al. (2010) have proposed a clustering-based multi-objective genetic 
algorithm (CBMOGA) for generating association rules, considering four objectives; 
support, confidence, comprehensibility, and interestingness. The proposed algorithm 
optimises the support counting phase by clustering the database. 

Qodmanan et al. (2011) have proposed an approach to find multi-objective 
association rule with genetic algorithm without taking the minimum support and 
confidence into account. Authors use two measures out of four measures support, 
confidence, comprehensibility and interestingness as objectives in modelling the 
problem. 
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Besides genetic algorithm, ant colony algorithm (Blum, 2005), differential evolution 
(Das and Suganthan, 2011), simulated annealing (Aarts and Korst, 1989) and some 
hybrid approaches are also employed in multi-objective association rule mining. 

Atlas et al. (2008) have designed a Pareto-based multi-objective differential evolution 
algorithm for mining accurate and comprehensible numeric association rules by 
formulating the association rules mining problem as a four-objective optimisation 
problem using support, confidence value, and the comprehensibility of the rule as 
maximisation objectives and the amplitude of the intervals which conforms the itemsets 
and rule as minimisation objective. Nasiri et al. (2011) have modelled association  
rule mining problem as a multi-objective problem using three objectives such as: 
confidence, support, and interestingness and solve it using simulating annealing 
algorithm. Moslehi et al. (2011) have designed a multi-objective numeric association 
rules mining approach using ant colony optimisation, which mines rules form continuous 
domains without specifying minimum support and minimum confidence considering 
support, confidence, and interestingness as objectives. 

4.2 Genetic-based multi-objective fuzzy association rule 

Fuzzy association rule-based systems consists of a set of logical fuzzy rules. The task of 
automatic design of fuzzy association rule is handled as an optimisation task or a as a 
search problem. The capability to deal with a huge search spaces, ability in determining a 
very close optimal solution and easy adoption of a priori knowledge, genetic algorithms 
are preferably engaged in performing this task. 

As different objectives like confidence support, interpretability, and minimisation of 
number of rules are handled in fuzzy association rule mining and there is trade-off  
among these objectives, hence no single solution serve the purpose, so fuzzy association 
rule mining problem is modelled as a multi-objective optimisation problem.  
Multi-objective genetic algorithms are well suited for these problems, as a single run of 
MOGA, produce a set of non-dominated solution; however the single objective GA give 
a single solution. 

Basically in association rule mining, we tries to mined association rules with a  
pre-specified minimum support and confidence values called strongness of the rules. In 
case of fuzzy association rules, strongness of the rule includes finding of number of 
appropriate fuzzy sets and their membership functions. The rule’s support corresponding 
to a membership function decreases, if the interval of that membership function is 
reduces in size. The other objectives of fuzzy association rule mining are 
comprehensibility, interestingness, minimise number of fuzzy sets, maximise the number 
of large itemsets, automatic generation of membership functions, and minimise the 
number of fuzzy rules, etc. The interestingness of a rule is evaluated by the metrics like 
gain, variance, chi-squared value, entropy, gain, gini, Laplace, lift, and conviction. 
Bayardo and Agrawal (1999) shown that the best rule according to any of the listed 
metrics is a Pareto-optimal rule with respect to support and confidence. 

Furthermore, in fuzzy association rule mining, there is a trade-off between number of 
rules and time complexity and also between number of rules and suitability of 
membership functions. Hence fuzzy association rule mining can be visualised as a  
multi-objective problem. 
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In literature, fuzzy association rule mining problems are modelled as multi-objective 
optimisation problem considering two or more objectives out of the candidate objectives; 
support, confidence, maximising number of large item sets, minimising the time required 
to determine fuzzy sets, interestingness, strongness, comprehensibility, number of fuzzy 
sets, etc. 

Mehmet Kaya and his group furnish different approaches for multi-objective 
objective fuzzy association rule mining algorithms using different objectives. We discuss 
some of their approaches. 

Kaya and Alhaji (2004c) designed a clustering method, which uses multi-objective 
genetic algorithm in deciding number of fuzzy sets and discover both membership 
function and fuzzy association rules automatically. This process automatically adjusts the 
fuzzy sets and finds many large item sets in small time, by tuning jointly the number of 
fuzzy sets and the base values of membership functions for each quantitative attributes. 
The number of large item sets and the time required for determining fuzzy sets  
(inverse of time required to find large item sets) are regarded as two objectives in 
modelling the problem as multi-objective. The Pareto GA (Zitzler and Thiele, 1999), a 
multi-objective algorithm is used for the purpose. 

The base values of the membership functions for each quantitative attribute is 
represented as an individual. Triangular membership functions are used for the purpose. 
Figure 2 shows a quantitative attribute ak with three fuzzy sets, the corresponding 
membership functions and their base variables. 

Figure 2 Membership functions with their base value of attribute ak 

 

The base variables 1 2 3 4,  ,  ,  
k k k ka a a ax x x x  and the intersection point ,

kaR  of the attribute ak 

have finite value lies between the intervals [min( ), max( )],
k ka aD D  [min( ), ],

k ka aD R  

[ , max( )]
k ka aR D  and [min( ),max( )].

k ka aD D  If n quantitative attributes are used, then 

each attribute can have at most (n-1) fuzzy sets. Following chromosome representation 
used to represent eight quantitative attributes (seven fuzzy sets), consists of base lengths 
and the intersecting points of the used fuzzy sets. 
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8 8 8 8 8 8

1 12 1 2 3 2 4 5 5 10 11

1 12 5 10 11

          

.   ..   ,
a a a a a a a a a a a a

a a a a a a

y x x R x x R x x R x x

y x x R x x

……

…… …
 

where gene 
jay  represent number fuzzy sets used for the attribute aj. In decoding, if the 

number of used fuzzy sets is 2, then only first two variables are consider and discarding 
others. If three fuzzy sets are used, then subsequent three variables are also considered. 
Hence the use of base variables will increase when the number of fuzzy sets increases. 

Author adopted real-valued coding scheme, where chromosomes represented as 
floating point numbers and their genes as real parameters. The value of each gene is 
calculated using the following formula: 

( ) ( ) ( )( )
max

min max min ,
k k k k

j j j j
a a a a

zx x x x
z

= + −  

where z is the maximum value of the gene in search, zmax is the value that gene z can take, 
max( )

k

j
ax  and min( )

k

j
ax  are maximum and minimum values of the reflected area 

respectively. Pareto-based ranking procedure is incorporated as parent selection policy. 
Elitism is also adopted. Finally crossover and mutation are applied to the individuals. 

In fuzzy association rule generation, the fuzzy support of the itemset P with its 
corresponding fuzzy set F, denoted as FS<P,F> and defined as: 

[ ]( )
,

,

,
kk

j

p k j kp P
t D

P F

f F t p

FS
D

μ
∈

∈
< >

∈

=
∑∏

 

where |D| is the total number of transactions in the database D. 
Every large itemset P is utilised in the derivation of association rules: (P – Q) ⇒ Q, 

for each Q ⊂ P. The rules with confidence over the user specified minimum confidence 
value infer as a strong rule. The interesting rules, from these strong rules are obtained 
using some objective measures as well as subjective measures. The noticeable advantages 
of this approach are: 

1 automatic determination clusters for each attribute 

2 for a given minimum support, membership functions of the attributes are optimised, 
which prompt to get more appropriate solutions in preferred track by varying the 
minimum support value\ 

3 more number of large item sets and interesting fuzzy association rules are extracted. 

However, the minimum support value and confidence value are supplied by the user, 
which needs to be automatic. 

Kaya and Alhaji (2004a, 2004b) designed a multi-objective genetic algorithm-based 
method for finding optimised fuzzy association rules including instantiated and 
uninstantiated attributes, considering support, confidence and number of fuzzy sets as 
objectives. According to the authors claim that fuzzy association rules may have an 
arbitrary number of uninstantiated attributes. Two types of encoding schemes are used in 
rule mining. First scheme handles the rules with instantiated attributes, where each 
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individual represents the base values of membership functions of a quantitative attribute 
in database. This scheme is same as the scheme followed by Kaya and Alhaji (2004c) 
explained above. The second scheme, meant for handling uninstantiated rule, where two 
extra bits are associated with each attribute as an indicator for member in antecedent or 
consequent of the rule. The attribute, belongs to the antecedent if two bits are 00, belongs 
to consequent if these bits are 11 and not belongs to any part if these bits are 01 or 10. 
This coding scheme necessitate 2m extra bits in each chromosome, where m is the 
number of attributes in the database. 

The value of a gene/variable is calculated using the formula: 

( ) ( ) ( )( )min max min ,
2 1k k k k

j j j j
a a a aL

dx x x x= + −
−

 

where d denotes the decimal value of the variable in search, L denotes the number of bits 
used to represent a variable in the encoding scheme, )min( j

ak
x  and )max( j

ak
x  

respectively are minimum and maximum values of the reflected area. 
The rank-based fitness assignment scheme is used in the approach. According to this 

scheme if any chromosomes y dominate an individual, then its rank is y+1. All 
individuals are ranked by repeating this process. The individuals with smallest rank 
represent the highest fitness. The elitism policy adapted as the selection scheme. Then a 
new population is generated applying the genetic operators such as replacement, 
crossover and mutation. Figure 3 illustrate this approach. 

Kaya and Alhaji (2004a) proposed an approach, based on multi-objective genetic 
algorithm for mining optimised fuzzy association rule, considering support, confidence 
and amplitude of fuzzy sets as three objectives. In a in a new fashion, they employ the 
multi-objective genetic algorithm for acquiring a pre specified number of fuzzy sets in 
fuzzy association rule mining, which produce optimised support and confidence satisfied 
rules. The fuzzy set’s number can vary according to user choice, between 2 to 5. The 
third objective, amplitude of fuzzy sets, used in the method is defined as follows: 

- ,

Fuzzy set amplitude
Sum of maximum amplitudes of itemsets sum of amplitudes of itemsets

Sum of maximum amplitudes of itemsets
=

 

where 

( ) ( )
1

1

max min ,
k

i i
i

k

i i
i

Sum of maximum amplitudes of itemsets

D D

Sum of amplitudes of itemset y x

=

=

= −

= −

∑

∑

 

k represent the number of attributes in item sets and xi, yi are variables represents the 
parameter of the fuzzy sets corresponding to attribute i. 
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Figure 3 Kaya’s MOGA for optimised fuzzy rule mining 
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Their method worked in the following manner; every individual in the initial population 
represents the base values of the membership functions used for a quantitative attribute in 
the database. Triangular membership functions are used for the purpose. Figure 4, shows 
the two triangular fuzzy sets used to fuzzify the attribute ik with their base values. Basing 
on the two fuzzy sets, a chromosome is represented using base lengths and intersection 
points as: 

1 1 1 2 1 12

1 1 1 2 2 2 1 1 1 2 2 2........
m m m m mi i i i i i i i i i ii

x R y x R y x R y x R y  

In practice, for good fuzzy association rule mining, it is not possible to know the how 
many fuzzy sets are needed apriori, so genetic algorithm automatically adjust this number 
in mining process. Hence an individual is represented as given in Figure 5, where fj 
denotes the number of fuzzy sets for attribute j, uj show the part in which attribute Aj 
appear by using two bits: 00 represent antecedent part and 11 represent the consequent 
part and 10 and 01 represent the absence of the attribute. 

Figure 4 Membership functions of the attribute j and the corresponding parameters 

 

Figure 5 Representation of an individual 

 

The value of a gene which is reflected under its search interval is calculated using 
equation (7). 

( ) ( ) ( )( )min max min ,
2 1j j j j

k k k k
i i i iL

db b b b= + −
−

 (7) 

where L denotes the numbers of bits used to represent a variable in encoding scheme, d 
represent the decimal value of the variable in search and in the area reflected the 
minimum and maximum values are respectively denoted by min( )

j

k
ib  and max( ).

j

k
ib  
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Figure 6 Flow diagram of Kaya’s approach 
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The authors directly use the concept of Pareto dominance for fitness assignment. In this 
scheme, using the ranks, calculated from the non-dominance property of chromosomes, 
the fitness value is figured. Non-dominated solutions are obtained in the raking step. 
Finally new populations are formed using selection, replacement, crossover and mutation 
operators, as in standard genetic algorithm. The flow diagram of this method is described 
in Figure 6. 

Kaya (2006) has proposed a multi-objective genetic algorithm-based approach for 
mining optimised fuzzy association rules using three criteria namely strongness, 
interestingness and comprehensibility. Author makes an effort to derive optimised fuzzy 
association rules with each of the three objectives, by modelling as a separate  
multi-objective problem and solved using a multi-objective GA. Basing on the given 
criteria, the optimisation technique may be in two different forms; suitable fuzzy sets of 
quantitative attributes in a prespecified rule is attempt to find in first form, also referred 
as certain rule. Uncertain rules as well as their appropriate fuzzy sets are tries to find in 
second form. 

The strongness of an optimised fuzzy association rule can be determined with three 
objectives; support, confidence and maximum number of fuzzy sets used in the rule. 
Hence strong optimised fuzzy association rule mining problem is modelled as a  
multi-objective optimisation problem with these three objectives. The interestingness of 
an optimised fuzzy association rule can be evaluated using support, average number of 
fuzzy sets in the rule or maximum number of fuzzy sets and correlation. Hence 
interesting optimised fuzzy association rule mining problem can be modelled as a  
multi-objective optimisation problem with these three objectives. The comprehensiveness 
of a fuzzy association rule is evaluated using support, confidence, and comprehensibity. 
Therefore, using these objectives a comprehensive multi-objective fuzzy association rule 
mining problem can be modelled. 

Author employed a Pareto-based genetic algorithm in solving all three models. There 
are two different encoding schemes; one for certain rules and another for uncertain rules 
are proposed. Suitable fuzzy sets for a certain rule are attempted to optimise by the first 
encoding scheme. Triangular fuzzy sets are utilised in the approach. The used encoding 
scheme is similar to the scheme illustrated above in Kaya and Alhaji (2004c). Two extra 
bits are associated with each attribute in case of uncertain rule. The attribute appear in the 
antecedent part if these two bits are 00 and appear in the consequent part if these two bits 
are 11. In all other cases the attribute declared as absent. 

Thilagam and Anathanarayanna (2008) have designed an approach for extracting  
and optimising fuzzy association rules from computer activity dataset and network audit 
data, using multi-objective genetic algorithm considering fuzzy support, fuzzy confidence 
and rule length as three objectives. Their method consists of a five phases as described 
below: 

• Selection of dataset: A database is selected and if necessary, cleans it by converting 
data into required form to make it suitable for rule mining. 

• Preprocessing: This phase select the appropriate attributes, define fuzzy sets, and 
corresponding membership functions. The fuzzy k-means clustering algorithm  
(Ng and Han, 1994) is used for generating membership functions. 
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• Fuzzy association rule generation: First order fuzzy association rules are generated 
and their confidence and support are calculated. The adjusted difference method is 
used in deciding the interesting association between the linguistic terms. 

• Fuzzy association rule optimisation: Based on the defined fitness function, genetic 
algorithms generate fuzzy association rules and optimise during its evolution. 

• Output: The set of fuzzy association rules of different order are produced. 

In practice, the proposed method generate fuzzy association rule as follows: Following 
adjusted difference method (Wai-Ho and Keith, 1999), all first order rules, rules with one 
linguistic term in the antecedent are generated. From which second order rules, rules with 
two linguistic terms in antecedent are generated and similarly higher order rules are 
generated. 

Initial population is generated randomly. Then fitness of the chromosome is 
calculated in term of fuzzy support and fuzzy support. The chromosome length should be 
‘m’ in generating any order rule. 

1 1 2 2 3 3 1 1 2 2 3 3 1 1 2 2 3 3x q x q x q x q x q x q x q x q x qL L L L L L L L L…  

4.2.1 Structure of an individual 

The chromosome contains m number of rule, where each rule consists of three linguistic 
terms. A linguistic term 

i ix pL  represents a set of continuous attributes and the associated 

terms of the attribute. The fuzzy support of a linguistic term 
i ix pL  is calculated by 

equation (8). 

( )
1

( )

 ,
( )

x pi i

i i

x pi j

L
p D

x p k

L
p D j

p

f support L
p

λ

λ

∈

∈ =

=
∑

∑∑
 (8) 

where ( )
ipL pλ  is the degree to which p is characterised by Lip is calculated using the 

formula defined in Qodmanan et al. (2011). 
The support of an association rule 

1 1 2 2x p x pL L⇒  is calculated by equation (9). 

( )
( )
1 1 2 2

1 1 2 2

1 2
1 1

min( ( ), ( ))

 
min ( ), ( )

x p x p

x p x pj k

L L
p D

x p x p m n

L L
p D j k

p p

f support L L
p p

λ λ

λ λ

∈

∈ = =

⇒ =
∑

∑∑∑
 (9) 

The fuzzy confidence of the association rule 
1 1 2 2x p x pL L⇒  is calculated by equation (10). 
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( ) ( )
( )

1 1 2 2

1 1 2 2

1 1

.
x p x p

x p x p
x p

f support L L
fconfidence L L

f support L

⇒
⇒ =  (10) 

The calculated fuzzy support and confidence value of all the rules in a chromosome are 
used in fitness calculation. For this, rank of all the chromosomes are calculated, which 
defined as the number of chromosomes, that are which are dominates the given 
chromosome in both support and confidence. Fitness of a chromosome Cs is  
calculated as: 

( ) ( )( )
1

1

( ) 0.5 1 ,
Cs

s

r

s C
k

fitness C population size f k f r
−

=

= − − −∑  (11) 

where f(k) dented the number chromosomes with rank k and 
sCr  denotes the rank of the 

given chromosome Cs. The diversity of the solution is maintained using niching method 
(Fonseca and Fleming, 1993). Roulette wheel selection method, two point crossover and 
mutation operator used as genetic operators in the approach. 

Chen et al. (2012) have proposed a MOGA-based, multi-objective genetic-fuzzy 
algorithm for mining membership functions and association rules from quantitative  
data. The suitability of membership functions and total number of large 1-itemsets  
from a given set of minimum support values, are two objectives used by the algorithm  
in finding Pareto front. Authors encode each chromosome as a fixed length real-number 
string as illustrated below. The set of membership functions for an item ak is encoded as 
the concatenation of all (m, l)’s pairs, where individual pair (m, l) represents a 
membership function with centre abscissa m and l represent half span as shown in  
Figure 7. 

Figure 7 Membership function for an item ak 
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As shown in Figure 7, a triangular membership functions with triangle as isosceles type 
are used for the purpose. The membership function of the j-th linguistic term of item ak is 
represented as .

jkR  Hence the chromosome for the item ak, may look like: 

1 2 21 .
m nk k k k k kl m l m l m…………  

For forming feasible membership functions, the initial set of chromosomes is randomly 
generated having some conditions. 

 

Two objective functions used in the approach are defined as follows: The objective 
function for the first objective, ‘suitability of membership function’ is defined as: 

( )1 ,sf suitability C=  (12) 

where suitability(Cs) signify the shape suitability of the membership function with Cs and 
is calculated by equation (13). 

( ) ( )
1

_ cov _ ,
k k

p

s s
k

overlap factor C erage factor C
=

⎡ +⎣∑  (13) 

where p represents the number of items. 
The _ ( )

ksoverlap factor C  denote the overlap factor of membership functions for an 

item ak in the chromosome Cs and is calculated using equation (14). 

( ) ( )
( )

,
_ max ,1 , 1 ,

min ,
u v

k

u v

k k
s

u v k k

overlap R R
overlap factor C

m m≠

⎡ ⎤⎛ ⎞
⎢ ⎥⎜ ⎟= −
⎢ ⎥⎜ ⎟

⎝ ⎠⎣ ⎦
∑  (14) 

where ( , )
u vk koverlap R R  is the overlap length of 

ukR  and .
vkR  

The _ ( ),
kscoverage factor C  corresponds to the coverage ratio of a set of 

membership functions for an item ak in the chromosome Cs and is defined as: 

( ) ( )
( )

1

1_ ,
,.......,

max

k

n

s
k k

k

coverage factor C
range R R

a

=  (15) 

where 
1

( ,.... )
nk krange R R  is the coverage range of the membership functions, n denote 

number of membership functions for ak and max(ak) is the maximum quantity of ak in the 
transactions. 

The second objective function, number of large 1-itemsets is denoted as f2 and is 
defined as: 
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( ) ( )2
1

1 1 ,h

r
ms

s s s
h

f C totalNumL C L
=

= =∑  (16) 

where | 1 |hms
sL  is the number of large 1-itemsets with minimum support value msh from a 

given set of minimum support values {ms1, ms2, …….., msr}. 
Author follows the fitness assignment scheme similar to scheme in MOGA (Fonseca 

and Fleming, 1993), which is characterise by three basic steps, viz. ranking 
chromosomes, assigning fitness and averaging of fitness values of the same rank 
individuals. The chromosomes are ranked according to their values based on two 
objective functions. Then fitness value of a chromosome is assigned based on its rank 
value. 

For any chromosome Cs with ranking value 1, the fitness value is calculated by the 
formula: 

( ) ( )min
,

1
s

q
Do atedby C

fitness C
P

=
+

 (17) 

where P is the population size and dominatedby(Cs) is the number of chromosomes 
dominated by Cs. For any chromosome Cs with ranking value greater than 1, its fitness 
value is calculated by the formula: 

( ) ( )1 ,
s s q

s s
C PandC dominatedbyC

fitness C f C
∈

= + ∑  (18) 

where fitness(Cs) is the fitness value of the chromosome Cs which dominate chromosome 
Cq and to ensure that the fitness value of a dominated chromosome is larger than a  
non-dominated chromosome, the value ‘1’ is used. The max-min-arithmetical crossover 
and one-point mutation are used as the genetic operators in this approach. The flow 
diagram of the algorithm is illustrated in Figure 8. 

The proposed approach efficiently finds Pareto-front solutions and resolves the 
limitations of the author’s previous paper (Hong et al., 2012). However, the approach 
seeks a set of user defined support value as well as the confidence threshold. 

5 Performance comparison 

The performances of the algorithms studied in Section 4 have been examined in Table 1. 
In column 2, the dataset and the membership function used to validate the concerned 
approach is given. Our study reveals that triangular membership function is still a 
dominating one in multi-objective fuzzy association rule mining problem. Kaya and 
Alhajj (2004a) and Chen et al. (2012) have used their own developed MOGA for FARM 
but Thilagam and Anathanarayannna (2008) have used NSGA-II. Similarly, Kaya and 
Alhaji (2004c) used the method proposed in Zitzler and Thiele (1999) to generate fuzzy 
association rule from the adult dataset of US census in 2000. 
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Figure 8 Flow diagram of Chen’s approach 
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Table 1 Algorithms and their performance for discovering multi-objective fuzzy association 
rule using genetic algorithm 
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6 Applications 

• Electrical load balancing: Li and Jia-ju (2005) have proposed a fuzzy rule-based 
classifier for electrical load pattern classification by using multi-objective genetic 
algorithm and fuzzy association rule mining. Multi-objective genetic algorithm  
is used to automatically select the rules with better classification accuracy and 
interpretability, and the key concepts of fuzzy association rule mining are the bases 
of heuristic rule selection for improving the performance of genetic algorithm 
searching. Through computational experiments on a real power system, it is shown 
that the generated fuzzy rule-based classifier leads to high classification 
performance, and can supply more sufficient historical data for load forecasting of 
anomalous days, better performance of load forecasting is gained accordingly. 

• Marketing: Albert et al. (2009) have applied multi-objective fuzzy association  
rules-based genetic algorithm to marketing-oriented firms, which are specially 
concerned with modelling consumer behaviour to improve their information and aid 
their decision processes on markets. 

• Network intrusion: Mahajan and Reshamwala (2011) have applied a fuzzy  
association-based multi-objective genetic approach in discovering optimised 
sequences in the network traffic data to classify and detect intrusion. Thilagam and 
Ananthanarayan (2008) applied multi-objective fuzzy association rule mining 
approach based on genetic algorithm for intrusion detection. 

• Medical diagnosis: Carmona et al. (2011) have proposed the MOEA MESDIF for 
the extraction of fuzzy association rules to harvest interesting information regarding 
the rate of admission to the psychiatric emergency department. 

• Stock mining: Ghazi and Abadeh (2012) have proposed an evolutionary approach for 
finding fuzzy association rule with 2-tuple linguistic representation model based on 
multi objective genetic algorithm for identifying fuzzy association rules without 
specifying minimum support and minimum confidence and applied in stock data 
mining. 

7 Conclusions 

Mining fuzzy association rule, using multi-objective genetic-fuzzy algorithms/procedures 
produces interesting, comprehensible, and interpretable rules. Some of the problems  
like: defining membership functions, numbers of fuzzy sets, tuning membership 
functions, etc., are resolved by these approaches. However, some of the methods need 
user-specified minimum support and confidence value. Hence, multi-objective  
fuzzy-genetic associations rule mining methods need to be improved, so that thresholds 
for support and confidence can be automatically fixed. Further, KDD is undoubtedly 
recognised as a key ‘technology’ in business, industry, medical, etc. However, on mining 
fuzzy association rules by considering multiple objectives from these domains are very 
scarce. Along side other meta-heuristic techniques like: ant colony optimisation, particle 
swarm optimisation, bee colony optimisation, etc., are quite established for uncovering 
Pareto front in many objective optimisations. Hence, uncovering fuzzy association rules 
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by harnessing the potentiality of these techniques may be noted as the future line of 
research. 
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