Real-World Applications of Analog and Digital Evolvable Hardware

Tetsuya Higuchi, Masaya Iwata, Didier Keymeulen, Hidenori Sakanashi, Masahiro Murakawa, Isamu Kajitani, Eiichi Takahashi, Member, IEEE, Kenji Toda, Mehrad Salami, Nobuki Kajihara, and Nobuyuki Otsu

Abstract—In contrast to conventional hardware where the structure is irreversibly fixed in the design process, evolvable hardware (EHW) is designed to adapt to changes in task requirements or changes in the environment, through its ability to reconfigure its own hardware structure dynamically and autonomously. This capacity for adaptation, achieved by employing efficient search algorithms based on the metaphor of evolution, has great potential for the development of innovative industrial applications. This paper introduces EHW chips and six applications currently being developed as part of MITI’s Real-World Computing Project; an analog EHW chip for cellular phones, a clock-timing architecture for Giga hertz systems, a neural network EHW chip capable of autonomous reconfiguration, a data compression EHW chip for electrophotographic printers, and a gate-level EHW chip for use in prosthetic hands and robot navigation.
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I. INTRODUCTION

One of the most remarkable features of the human brain is its plasticity. It is the plasticity of this natural neural network that makes it capable of flexible and robust information processing. This is in sharp contrast to conventional computer hardware where all the circuits and interconnections are fixed, making adaptive change impossible. Research into the development of adaptive machines is essentially seeking to reduce this contrast by incorporating plasticity within machines. The motivation behind this approach is to develop machines that can change their own hardware structure to adapt to new environments, and thus provide better performance.

There has been significant research progress in hardware-based adaptive machines, such as perceptrons, WISARD [11], and ALN (adaptive logic network) [14]. Hardware adaptation, however, has been limited in the sense that adaptation is offline. This means that, in practice, such systems are only used after the adaptation or the learning phase is complete. Ideally, however, adaptive machines should be capable of changing the structure of their hardware while they are operating in real-time (i.e., online adaptation).

Evolvable hardware (EHW) is a new concept in the development of online adaptive machines. In contrast to conventional hardware where the structure is irreversibly fixed in the design process, EHW is designed to adapt to changes in task requirements or changes in the environment through its ability to reconfigure its own hardware structure online (dynamically) and autonomously. This capacity for adaptation, achieved by evolutionary algorithms (such as genetic algorithms (GA’s) [2, 16]), has great potential for the development of innovative industrial applications.

Although the concept of EHW is relatively new, some EHW applications are already being evaluated for their commercial value. In this paper, we introduce five EHW chips and their practical applications. These are currently being developed as part of Ministry of International Trade and Industry’s (MITI’s) Real-World Computing Project: a general-purpose EHW chip (to be used in prosthetic hands and robot navigation), a data compression EHW chip for electrophotographic printers, a neural network EHW chip capable of autonomous reconfiguration, an analog EHW chip for cellular phones, and an EHW-based clock-timing architecture.

Although important classifications of evolvable hardware and bio-inspired machines have already been proposed [4, 10], in this paper a basic distinction is made between digital-hardware evolution and analog-hardware evolution. Digital hardware evolutions may be further classified into gate-level evolution and function-level evolution.

Much of the research on EHW has focused on gate-level evolution: the evolution of digital-hardware involving primitive hardware gates, such as AND-gates and OR-gates. As two examples of what is possible with gate-level digital hardware evolution, we shall introduce 1) a logic circuit that can adaptively synthesize for noise-insensitive pattern recognition, such as in a neural network and 2) a fault-tolerant control circuit capable of adapting to environmental changes.

These are demonstrated in the following applications. In a prosthetic hand control application, evolvable hardware is used to implement a pattern recognition circuit tailored to the individual user. The hand is operated using electromyograph (EMG) signals from the skin surface. The mapping of EMG patterns to desired hand actions is done with the EHW-based pattern recognition circuit, which is capable of noise-insensitive recognition. Because EMG patterns have strong individual differences and may change due to physical body...
conditions, hardware designers cannot design such circuits in advance using the conventional approach to hardware design, where design specifications must be identified early in the design process. This is a typical example of where the hardware is required to be adaptive.

As a second application of gate-level evolution, mobile robot navigation is described. In the robot, the EHW works as a Boolean controller that accepts sensory inputs and generates wheel motor commands. The task is to track a moving target represented by a colored ball, while avoiding obstacles during its motion in a nondeterministic and nonstationary environment. For example, even if some of the sensors of the robot are intentionally broken, the controller on the EHW is reconfigured to continue tracking the ball with the remaining functional sensors. This demonstrates how EHW can adapt to environmental changes effectively. After discussing these two applications, we shall describe the digital EHW chip, which includes GA hardware, reconfigurable logic gates, and a CPU core.

A data compression chip for electrophotographic printers is also described as a further example of more dedicated gate-level EHW chips. The data compression algorithm used in this chip is based on predictions made for image data to be sent to the printer. The accuracy of the predictions is a major factor in determining data compression ratios, since higher ratios can be obtained when the prediction is more precise. Prediction accuracy varies according to the data content, however, and thus this needs to be tailored to the specific data to be compressed. In this application, EHW is used as adaptive prediction hardware for efficient data compression, making it possible to attain compression ratios that are double those obtainable with the existing international standards in lossless data compression. Furthermore, because decompression is also performed quickly with the EHW, it is possible to satisfy the fast-printing-speed requirements of electrophotographic printers.

In function-level evolution, hardware synthesis involves higher-level hardware functions than the primitive gates (e.g., AND-gates) of gate-level evolution. With function-level evolution, it is possible 1) to synthesize more useful hardware functions and 2) to design larger hardware circuits than is possible with gate-level evolution.

An autonomously reconfigurable neural network chip is described as an example of function-level EHW. In neural network processing, the tasks of determining the topology of the network and assigning appropriate functions to the nodes heavily influence learning times and learning performance. As yet, however, there is no solid theoretical basis for determining both topology and node functions. The GA in the chip can determine both of the topology and node functions that are most suitable to a given problem.

In contrast to digital-hardware evolution, analog-hardware evolution is a relatively new concept. This new paradigm within EHW is growing rapidly and is very close to industrialization. As an example of this, an analog EHW chip for cellular phones is described. Although the chip works in offline evolution mode, this approach has two advantages: 1) high yield rates and 2) smaller circuit size, leading to lower power consumption and lower manufacturing costs.

A second example of analog hardware evolution is a clock-timing architecture for very high-speed digital systems, which are close to gigahertz speeds. In such high-speed large scale integrations (LSI’s), precision in clock distribution is extremely difficult to maintain, leading to poor yield rates. The EHW-based clock architecture, which has been implemented in a test chip, enables genetic adjustments in timing to be made throughout the chip.

This paper is organized as follows. Section II describes the basic concepts of EHW. Section III details two applications of gate-level evolution and a general-purpose digital EHW chip. In Section IV, a special-purpose EHW chip for data compression is discussed as an example of the industrial use of EHW. As an example of function-level evolution, Section V describes an EHW-based neural network chip. Section VI provides details of the analog EHW chip for cellular phones. Section VII describes the EHW-based clock timing architecture, followed by the conclusion.

II. EVOLVABLE HARDWARE: BASIC CONCEPTS

Evolvable hardware is based on the idea of combining reconfigurable hardware devices with evolutionary algorithms, such as GA’s [4], [6]. There are a variety of ways in which reconfigurable hardware and evolutionary algorithms can be combined, depending on the purposes of the evolved hardware.

When innovative solutions to difficult hardware design problems are required [26], genetic programming may be used to create hardware design in terms of hardware description languages (HDL’s) [25], [30]. As this kind of genetic programming requires a great deal of time, however, it is best suited to offline evolution.

On the other hand, when online evolution is required, then evolution speed becomes a critical factor. In such cases, direct manipulation of the hardware structure by GA’s is more suitable. In line with our emphasis on online evolution, this will be the focus of our discussions below.

The structure of a reconfigurable hardware device can be changed any number of times by downloading into the device a software bit string called configuration bits. (Field programmable gate arrays (FPGA’s) and programmable logic devices (PLD’s) are typical examples of reconfigurable hardware devices.

Fig. 1 shows the simplified structure of a commercial PLD called GAL [5]. GAL consists of a fuse array and a logic cell. GAL also has a configuration bit register that determines the link settings to implement a particular hardware structure in the GAL. The fuse array is used to determine the interconnections between the device inputs (e.g., P2 in Fig. 1) and a logic cell, as well as to specify the AND-term inputs to the logic cell. If a link on a particular row of a fuse array is connected (shown as a dot in Fig. 1), then the corresponding input signal is connected to the row. When a link is connected, the corresponding bit in the configuration bit register is set to one. The input signal then becomes one of the AND-term members. For example, the input signals P3 and P5 are connected to the first row, because the corresponding fuse links are connected. These inputs generate the AND-term, P3 * P5. The logic cell can select a predetermined function, such as an AND gate,
an OR gate, or a flip-flop, by specifying some bits in the configuration bit register. Thus, according to the content of the configuration bit register, arbitrary hardware functions can be implemented in the GAL.

A GA is a robust search algorithm loosely based on population genetics. It effectively seeks solutions from a vast search space at reasonable computation costs. The basic concept behind the combination of these two elements in EHW is to regard the configuration bits for reconfigurable hardware devices as chromosomes for GA’s (see Fig. 2). If a fitness function is properly designed for a task, then the GA’s can autonomously find the best hardware configuration in terms of the chromosomes (i.e., configuration bits).

To give a basic idea of how the hardware evolution proceeds, let us take the example of image data compression. For image data compression using EHW, we use a prediction function. Optimal prediction functions vary greatly according to the characteristics of data to be compressed. Some data may include many different shapes and colors, but some may be more plain. It is, therefore, not possible to design in advance a prediction hardware function. Instead of specifying a detailed hardware design, we define a fitness function to allow the EHW to autonomously and adaptively reconfigure itself for the most suitable prediction hardware. For this purpose, the data compression ratio is used as a fitness function. Accordingly, a prediction function circuit with a higher data compression ratio is likely to remain in a population. When a good chromosome is obtained, it is immediately downloaded into the reconfigurable device.

If the prediction performance of a given EHW is reduced due to changes in the nature of the data to be compressed, then the GA process is invoked and the search for a better hardware structure of prediction is initiated. In this way, EHW is capable of both autonomous and dynamic hardware reconfigurations. Below we show how this characteristic of EHW is utilized in five EHW chips and their applications.

III. GATE-LEVEL EHW APPLICATIONS AND CHIP ARCHITECTURE

This section describes two applications using gate-level evolution and the architecture of a general purpose EHW chip based on gate-level evolution.

A. Myoelectric Prosthetic Hand Controller with EHW

1) Background: Although limited to a simple recognition task, Iwata’s work in character recognition has demonstrated that EHW is capable of performing the noise-insensitive pattern recognition task as well as in neural networks [9]. This work was inspired by Armstrong’s ALN which demonstrated that Boolean logic can be employed to deal with noise-insensitive pattern recognition [14]. Using EHW, more compact implementations and faster processing speeds are possible than with neural networks.

The myoelectric prosthetic hand control is our second application in this direction (our first being the character recognition). The myoelectric hand is operated by the signals generated with muscular movements (electromyography, EMG) [20]. It takes a long time, however, usually almost one month, before a disabled person is able to control a multifunction prosthetic hand freely. During this period, the disabled person has to undertake training to adapt to the myoelectric hand. We have reversed this situation by having the myoelectric hand adapt itself to the disabled person and thus drastically reduce this training period.

Although work is being carried out on applying neural networks for adaptable prosthetic hand controllers, this approach is not very promising due to implementation problems because systems using neural networks are large and thus difficult to implement within a prosthetic hand.

In contrast, the system using the EHW is suitable for this application, because of its compactness and high-speed adaptability. The adaptation speed with EHW is usually less than 10 min, which is a significant improvement as compared with other systems (e.g., one month). It has, therefore, been decided that the EHW-based prosthetic hand will be commercialized.

2) The EHW Learning Method and Its Performance: The myoelectric hand used in this work is able to perform the six actions (Fig. 3), which are paired (open-grasp, supination-pronation, and flexion-extension), with a separate motor control for each pair. The task for the EHW controller is to synthesize pattern recognition hardware to map input patterns (i.e., feature vectors for two-channel EMG signals), to the desired actions of the hand (i.e., one of the six actions).

Because EMG signals vary greatly between individuals, however, it is impossible to design such a recognition circuit in advance. Furthermore, even for a particular person, the feature vectors of the EMG signals sometimes may change even over short periods. Therefore, the control hardware circuit must be synthesized adaptively.

Circuit synthesis is carried out as follows. First, training pattern data is obtained in an online fashion, where the hand user makes one of the six actions from which we measure ten EMG signal patterns. For all six actions, therefore, we obtain a set of 60 signals as training data. Then, based on this obtained training data, circuit synthesis is started using a GA.
Fig. 2. Basic concept of evolvable hardware.

Fig. 3. Myoelectric prosthetic hand.

The GA adaptively implements the circuit on the PLA (programmable logic array, which is a similar device to PLD) in the EHW controller. The number of the product term lines in the PLA is 32. The output and the input width are 6 and 8 bits, respectively.

The chromosome is 1024 bits long, and the population size is 32. The GA algorithm used is called GRGA (gene replacement genetic algorithm), which accelerates adaptation speed. For details of the GRGA, refer to [15].

After the GA is executed for 5 min (the number of GA evaluations is about 17000), we measure the performance of the recognition circuit just evolved, by letting the user carry out each hand movement for 10 s. During this period, the actual measured EMG signals enter the evolved circuit, and the circuit outputs are compared with the desired hand action in order to obtain a recognition rate. For hand actions with low recognition rates, additional training data are given and the GA is restarted. Table I shows the results of the learning after 5 and 10 min. After 5 min, the average recognition rate over the six actions is 57%. After providing additional training patterns and further 5 min for GA execution, the average recognition rate is 81%.

These results were obtained from experiments using an EHW simulator. When the gate-level EHW chip, as described later, is installed in the hand, the GA execution time is reduced drastically.

**B. Self-Adapting Robotic Navigation**

The advantages of being able to adapt hardware structure to changing environments with EHW is demonstrated clearly in the navigation task of a mobile robot that tracks a colored ball while avoiding obstacles and that adapts its behavior when sensors break [1].

While robots, such as arm manipulators, are mostly programmed in a very explicit way to execute well-defined tasks, mobile robots are forced to work in environments that are unknown and dynamic in nature. The robot has no a priori knowledge of the shapes and positions of obstacles or of the position of the colored ball. The robot also has to acquire knowledge about the configuration of its sensors, which can be blinded or disabled from time to time.

The robot’s behavior is based on its current sensory input and its previous interactions with the environment. Its controller can be considered as a kind of adaptive reactive system, which can be described by a dynamic Boolean function easily implemented in hardware using EHW. The robot learns how to navigate in the environment by online evolution and builds an explicit model of the environment as a collection of events. The simultaneous learning of both an implicit model of the environment within the genetic population and an explicit

---

**TABLE I**

<table>
<thead>
<tr>
<th>Output Pattern Rates of Synthesized Circuit, Which Correspond to Expected Output Patterns (Averaged for Three People)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>pattern addition (%)</td>
</tr>
<tr>
<td>SUPINATION</td>
</tr>
<tr>
<td>PRONATION</td>
</tr>
<tr>
<td>FLEXIONXION</td>
</tr>
<tr>
<td>EXTENSION</td>
</tr>
<tr>
<td>GRASP</td>
</tr>
<tr>
<td>OPEN</td>
</tr>
<tr>
<td>AVERAGE</td>
</tr>
</tbody>
</table>
model can reduce the number of fitness evaluations required in
the real physical environment because the fitness evaluations
can be carried out using the explicit model. The reduction in
the number of required interactions together with the fact that
the fitness evaluations are executed using evolvable hardware
has the advantage of speeding up the adaptive process.

1) The Robot and Its Environment: The robot shape is circular
with a diameter of 25 cm (Fig. 4). It has ten proximity
infrared sensors of 1-bit resolution equally distributed around
its periphery (Fig. 5). These sensors indicate the presence of
objects at distances of less than 30 cm, yielding 10 bits of
sensory input to the reactive robot controller. Two cameras
are mounted on the top of the robot in order to locate the
target within the four 90° sectors around the robot. The sector
number locating the target is represented with 2 bits of sensory
input. Thus, 12 bits of sensory input (proximity: 10 bits, target
direction: 2 bits) are provided to the reactive robot controller
which is implemented by one EHW circuit.

The output of the reactive controller is a 3-bit motor com-
mand to determine the motion of the robot. The robot moves
using two independent motor wheels, which are controlled
in terms of speed. This allows the robot to perform eight
preprogrammed motions: two translations, two rotations, and
four combinations of rotation and translation.

The robot is controlled by a TMS 320 C44 board connected
to one transputer for the infrared sensors, the vision sensor,
and the motor wheels, and two evolvable-hardware circuits
that execute the robot controller and simulate the evolutionary
process, respectively.

The robot also has four bumping sensors to detect when it
hits an obstacle at either the front or the back. The number
of bumps during a navigation run is counted and used in
the fitness calculation to evolve the reactive robot controller,
where a good navigation controller is one that yields fewer
bumps.

2) EHW and Its Performance: The EHW circuit on board
the robot implements a dynamic reactive robot controller
that accepts 12 bits of sensory inputs and yields 3-bit wheel
motor commands. When the robot does not detect obstacles
in its neighborhood (its ten proximity sensors are all OFF), its
behavior is preprogrammed on the EHW to go toward the ball.
When the robot detects obstacles (at least one of the proximity
sensors is ON), the EHW implements a dynamic Boolean
function with three FPGA Altera Flex 8000’s. The Boolean
function is implemented in terms of a 50-term disjunctive
normal form (DNF) with an AND-array and an OR-array
(Fig. 5). In our experimental setup with 12 Boolean input
sensors and three Boolean outputs, the AND–OR array has
27 columns and needs a maximum number of 4096 rows
to represent any three-output Boolean function of the 12
Boolean variables. To force the Boolean function to generalize,
however, the number of rows can be reduced by merging rows
with the same output. Our experiments were able to reduce
the number of rows and thus the number of terms of the DNF to
50.

The configuration bit string of the 50-term DNF is 1350 bits
long while 12 144 bits are needed to represent any function
with 12 Boolean inputs and three outputs. The 1350 bits of
the EHW are regarded as a chromosome for the GA.

To learn with fewer interactions with the physical environ-
ment and still maintain good online performance, the robot has
to do some experimentation in an approximate explicit world
model of the environment. Our approach consists of having the
robot learn a model continually throughout its lifetime and, at
each motion, the current model is used to compute an optimal
controller that controls the robot until it hits an obstacle or
becomes stuck. This method, first, avoids an arbitrary division
between the learning phase and motion phase. Second, with
this approach the robot is able to gather data about the
environment progressively depending on the efficiency of the
controller. Third, the robot is able to deal with changes in
the environment or in its structure. Because this approach
is extremely demanding computationally and to accelerate
the entire evolutionary process, the evolutionary process was
implemented with evolvable hardware situated next to the
evolvable hardware controlling the robot. The evolvable hard-
ware evaluated a population of controllers by computing
their Boolean functions. Each controller was evaluated in the
explicit world model using an experience replay strategy [13].
The fitness function is a combination of three factors: 1) the
number of times the robot hits an obstacle, 2) the number of
times the robot became stuck near an obstacle, and 3) the
distance covered by the robot in a fixed period of time. In our
approach, evolution is used as an adaptive strategy searching
continuously for controllers to avoid bumping into the obsta-
cles and becoming stuck near an obstacle, and to cover the
greatest distance in an explicit world model that is gradually
changing. The population size of the GA was 500 individuals.
For the selection algorithm, we used tournament selection with
tournament size 20 and an elitist algorithm. Using these three
factors and the preprogrammed behavior, the real robot was
able to reach the target by searching and switching controllers
in the population every time the world model changed.

The performance of this robot navigation system is remark-
able, in comparison with other autonomous robots, both in
terms of its adaptation speed and the degree of self-adaptation.
In general, within 10 min on average, the robot is able to find a set of suitable hardware configurations for the reactive robot controller and is able to switch dynamically, and in real-time between these hardware configurations to track the ball while avoiding obstacles. This is two orders of magnitude faster than previous work [12].

When some of the proximity sensors are intentionally blinded, the robot will autonomously start to search for another set of hardware configurations for the reactive robot controller and within a few minutes of navigation can succeed in finding a new set of reactive controllers that allow the robot to continue tracking the ball with the remaining functional sensors.

The EHW implementation is almost six times faster than a digital signal processor (DSP) simulation with a TI C44 processor, but the speed can be improved further by employing the EHW chip described in the next section.

C. General-Purpose EHW Chip for Gate-Level Hardware Evolution

This chip was developed in April 1998 to serve as an off-the-shelf device for gate-level hardware evolution (Fig. 6). It was developed for an autonomous mobile robot and a myoelectric artificial hand.

In most research on EHW, GA’s are executed with software on personal computers or workstations. This makes it difficult to use EHW in situations that need circuits to be as small and light as possible. For example, a prosthetic hand should be of the same size as a human hand and weigh less than 700 grams. Similar restrictions exist for autonomous mobile robots with EHW controllers. One answer to these problems is to integrate both the GA hardware and the reconfigurable logic on to a single LSI chip.

This has been done with the digital EHW chip, which consists of three components: 1) a PLA, 2) the GA hardware with a 2K word chromosome memory and a 2K word training pattern memory, and 3) a 16-bit 33 MHz CPU core (NEC V30; 8086 compatible). Arbitrary logic circuits can be reconfigured dynamically on the PLA component according to the chromosomes obtained by the GA hardware. The CPU core interfaces with the chip’s environment and supports fitness calculations when necessary. The size of the GA hardware, excluding memories, is about 16K gates. In terms of gate size, this is almost one-tenth of a 32-bit CPU core (e.g., NEC V830). However, genetic operations carried out by this chip are 62 times faster than on a Sun Ultra2 (200 MHz).
We are currently developing the next version of this chip with lower power consumption and a smaller chip size.

IV. DATA COMPRESSION CHIP FOR ELECTROPHOTOGRAPHIC PRINTING

Electrophotographic (EP) printing is the latest generation technology in the printing and publishing industry, making it possible to print books with high-precision photo quality. An EHW-based data compression chip has been developed, and it has outperformed current international standards of lossless data compression for bilevel image data. This chip is a gate-level digital EHW dedicated to a particular application.

A. Data Compression of Electrophotographic Images

Data compression devices are essential for the design of EP printers, which handle large amounts of data very quickly. For example, one A4-size EP image of 1200 dpi requires 70 MB for storage, and EP printers process hundreds of different pages at a speed of 100 page/min. (Note that normal color copiers can print less than 10 pages/min.) This means that to print a book with 100 pages, 7 GB of image data must be transferred to the printer at a speed of 1800 MB/min. Unfortunately, the data transfer speed of normal hard disk drives is only 300 MB/min. EP printers, therefore, have to employ data compression techniques 1) to compress image data efficiently and 2) to reconstruct the compressed data very quickly. Moreover, the reconstructed image must be identical to the original to avoid deterioration of quality, such as blurred letters and distortions in images (lossless compression). Traditional lossless data compression techniques, however, are insufficient both in terms of compression ratios and decompression speeds.

The EHW data compression chip can solve these two problems by a precise prediction mechanism using reconfigurable hardware [3]. Image data consists of the values for many pixels. Because the value of each pixel tends to be closely related to the values for neighboring pixels, it is possible to predict the value of a given pixel based on the values for its neighboring pixels. If the value can be predicted correctly, it is not necessary to store it separately, which represents a saving in the size of the image data. This means that compression ratios depend greatly on the precision of the predictions. To increase the compression ratio, it is necessary to continually reselect the most suitable prediction mechanism for the varying patterns within an image.

Table II shows a comparison with two major international standards for data compression: Lempel–Ziv (“compress” command of UNIX) and JBIG (joint bilevel image coding experts group) [21], [22], both available on LSI chips. The EHW chip attained compression ratios for printer images almost twice those obtained by the international standards. Arrangements have already been made for this compression mechanism to be used in a commercial EP printer.

B. Prediction of Pixel Values by EHW

GA’s within the EHW can be used to determine which pixels to refer to at prediction. The pattern of locations for such reference pixels is called a “template” [23]. With the original image divided into a number of subimages, GA’s search for a set of optimal templates for the subimages. Once a set of optimal templates has been discovered, the hardware prediction mechanism is reconfigured accordingly. This leads not only to improved compression ratios but also to higher decompression speeds, because decompression is also carried out by the EHW hardware.

A template consists of ten pixel locations, and each location is selected from a $32 \times 8$ area (Fig. 7). Each location is represented by 8 bits ($2^8 = 32 \times 8$), with 80 bits needed to indicate all ten locations for the template. The chromosome population for the GA’s represents templates that are used in data compression, where the size of data after compression is assigned back to the chromosome.

Table II shows a comparison with two major international standards for data compression: Lempel–Ziv (“compress” command of UNIX) and JBIG (joint bilevel image coding experts group) [21], [22], both available on LSI chips. The EHW chip attained compression ratios for printer images almost twice those obtained by the international standards. Arrangements have already been made for this compression mechanism to be used in a commercial EP printer.

C. Architecture of Data Compression EHW Chip

The data compression EHW chip mainly consists of two parts: NEC V830 RISC processor (32-bit, 100 MHz) and the data compressor (Fig. 8). The V830 controls the procedures in data compression, runs the GA calculations, and interfaces with the host computer. The data compressor hardware receives the optimal template identified by the GA, compresses the input image (Fig. 9), and returns the size of compressed data to the V830 for the GA evaluation.
V. THE GRD NEURAL NETWORK CHIP

A. Overview

The GRD (genetic reconfiguration of DSP’s) chip is a function-level evolvable hardware device designed for neural network applications [7]. The goal of the development is to liberate neural network users from the difficult design task of identifying an optimal neural network. Using GA’s, both the topology and the hidden-layer node functions of a neural network mapped on the GRD chips can be dynamically reconfigured. This online learning capability allows neural networks to adapt dynamically to changing problems.

In neural network applications, optimal performance for a given problem is obtained by creating a neural network with the most suitable topology and the most appropriate node functions (e.g., sigmoid function or Gaussian function [19]). Furthermore, to meet the time constraints imposed by real-time applications, neural network hardware systems need to be “tailored” to an ideal network size for a problem. In general, it is very difficult to design an optimal neural network and process it with scalable parallel hardware [17], [18].

With the GRD chip, however, the GA program on the RISC processor can continuously reconfigure the neural network topology and node functions to maintain an optimal performance.

The GRD chip consists of a 32-bit RISC processor and a binary-tree network of 15 DSP’s. Each DSP can execute one node function. Using a binary-tree network, multiple GRD chips can be easily connected to configure scalable neural network hardware.

In addition, because the RISC processor is incorporated within the GRD chip, it does not need a host machine to control these tasks. This is desirable for embedded systems in practical industrial applications, together with its fast online learning capability.

Manufacture of the GRD chip began in April 1998. The results of a simulation with an adaptive equalizer in digital mobile communication have shown that execution with a single GRD chip took 2.51 s, whereas execution on a Sun Ultra2 200 MHz takes 36.87 s. Planned uses for the GRD chip include applications that vary over time and have real-time constraints, such as CATV modems.

B. Genetic Learning

The neural network considered here is aimed at industrial applications that need neural networks for the approximation of nonlinear functions.

Genetic learning determines the network topology (e.g., the number of nodes) and the choice of node functions (e.g., Gaussian or sigmoid function) adaptively for a given application. The initial values of the weights and the parameters of the node functions are also determined by the GA and then tuned by local learning with the steepest descent method.

Fig. 10 illustrates this genetic learning. A chromosome for the GA represents one network. The network is evolved by applying genetic operators to the chromosomes. For example, Fig. 10 shows how a network with (a) two hidden layer nodes is evolved to have (b) 15 nodes.

Here, we show how the network obtained by the GA is mapped onto the GRD chips and how they are reconfigured dynamically using the example in Fig. 10. The network structure obtained by the GA is immediately mapped onto the GRD chips. For example, a neural network having a Gaussian function and a sigmoid function, as in Fig. 10(a), can be mapped onto the GRD chip, as in Fig. 10(c).
The functions and tree height in the GRD chips are dynamically controlled by rewriting the chromosomes on the chips. For example, in Fig. 10(c), the output of the GRD chip is connected to the output of DSP no. 2. After evolution, in Fig. 10(d), the output of the GRD chip is reconfigured to be connected to the output of DSP no. 4. Also, in Fig. 10(c), DSP no. 5 calculates a sigmoid function. After evolution, in Fig. 10(d), this DSP is reconfigured to calculate a Gaussian function.

Binary tree connections are very useful when a summation of node outputs is to be calculated. All the DSP’s in Fig. 10(d) are configured to conduct the summation in parallel. For example, DSP no. 2 calculates a Gaussian function first and then adds the result to the output from DSP’s Nos. 1 and 5.

The above implementation is for the fastest computation. For slower applications, one GRD chip suffices to process more than 15 nodes. A DSP in the GRD chip can process up to 84 neurons in time multiplexing.

C. The GRD Architecture and the Performance

The GRD chip consists of a 100 MHz 32-bit RISC processor and 15 DSP’s. Fig. 11 gives the overall structure of the GRD chip. The RISC processor is a NEC V830 which is designed for multimedia applications. The DSP, a 33 MHz 16-bit fixed-point processor, is called a programmable function unit (PFU). Fifteen PFU’s are connected in a reconfigurable network with a binary tree shape. The GRD chip accepts eight 16-bit inputs and generates a 16-bit output with the MIMD parallel processing of the 15 PFU’s. The tree shape interconnections are powerful, especially when the summation of neuron outputs is calculated.
The GRD chip includes the V830 RISC processor to perform the genetic reconfiguration of the PFU’s. This means that the GRD chip can reconfigure itself. In the PFU, a content addressable memory (CAM) is employed to accelerate the computation of nonlinear functions (e.g., sigmoid function and Gaussian). Consequently the GRD chip attains a 319 MCPS (mega connection per second) performance in a multilayer perceptron (MLP).

The GRD chip can process up to 1260 neurons (84 neurons per PFU). To configure a scalable hardware system easily, GRD chips can be connected directly to each other via FIFO buffers inside the PFU. For example, a 19-in rack implementation of 16 VME triple-height boards (nine GRD chips on a board) can achieve the performance of 46 GCPS (giga connection per second) in a MLP.

Simulation results of two applications (chaotic time series prediction and adaptive equalization in digital mobile communication) show that the performance of the GRD chip is almost ten times faster than a Pentium II processor of 400 MHz.

VI. ANALOG EHW CHIP FOR CELLULAR PHONE

A. Overview

Due to the remarkable advances in recent CPU’s and DSP’s, applications with analog circuits are rapidly being replaced with digital computing. There are still many applications that require high-speed analog circuits. Communication is one such application.

An inherent problem in implementing analog circuits is that the values of the manufactured analog circuit components, such as resistors and capacitors, will often differ from the precise design specifications. Such discrepancies cause serious problems for high-end analog circuit applications. For example, in intermediate frequency (IF) filters [24], which are widely used in cellular phones, even a 1% discrepancy from the center frequency is unacceptable. It is therefore necessary to carefully examine the analog circuit and to discard those which do not meet the specifications.

The analog EHW chip for IF filters can correct these variations in analog-circuit values by GA’s [8]. Using this chip provides us with two advantages. The first is an improved yield rate. If an analog EHW chip is found not to satisfy the specifications, it can be corrected before shipping. This is done by executing the GA in the LSI tester at the factory to alter the defective analog circuit components in line with the specifications.

The second advantage is smaller circuits. One way to increase the precision of component values in analog LSI’s has been to use large-valued analog components. This involves larger circuits and accordingly higher manufacturing costs and greater power consumption. With the EHW chip, however, the size of the analog circuits can be made smaller. Obviously, smaller IF filters are particularly welcome in cellular phones, but similar considerations exist in a wide variety of applications where analog circuits are used.

B. The Chip Architecture and Yield Rate

Fig. 12 illustrates the analog EHW chip, which is an integrated $G_{\text{m-C}}$ IF filter. The filter chip is fabricated in a 0.8 $\mu$m CMOS process. The active area of the filter is 17 mm$^2$. The specifications are shown in Fig. 14. The filter has a pass bandwidth of 21.0 kHz centered at 455 kHz, and stop bands specified at attenuations of 48 and 65 dB. Filter gain should be within the dotted lines in the figures. The $-3$ dB points should be within $455 \pm 10.5 \pm 1$ kHz and $455 + 10.5 \pm 1$ kHz. These specifications are very hard to satisfy, because the $-3$
dB points will be outside these limits if the center frequency is shifted even by 1%. This IF filter has 39 parameters in total: 16 of these are related to the center frequency, 16 for bandwidth, and three for filter gain. In the integrated circuit of the filter, these parameters correspond to the transconductance of the $G_m$ amplifiers. The schema of a $G_m$ amplifier is shown in Fig. 13.

Each transconductance may differ greatly from the target values, however, by up to as much as 20%.

To correct these variations, the value of the $G_m$ amplifier can be set genetically. The values, which actually control the bias currents to the $G_m$ amplifiers, are coded as configuration bits. The GA, which is executed on an external PC, determines the optimal configuration bits.
A chromosome for the GA consists of 39 genes that correspond to the filter parameters. Each gene has $N$ bits that determine the transconductance. For example, if $N = 2$, there are four transconductance values for selection by the GA’s. The genes 00, 01, 10, and 11 mean that the parameter is multiplied by $1.0 - 2 \times D$, $1.0 - D$, $1.0 + D$, and $1.0 + 2 \times D$, respectively, where $D$ is a constant value. Fitness is the weighted sum of deviations between the ideal gain and the gain obtained by the EHW chip.

In simulations, each transconductance value in the circuit was assumed to vary from the target value by a Gaussian distribution of $\sigma = 5\%$. The parameters $N, D$ were set to 2 and 0.025, respectively. We used a population of 50 individuals, each represented by a chromosome of length 78 bits. A run terminated after the fortieth generation.

Fig. 14 shows the frequency responses for the best chromosome in a run. After iteration, the best chromosome could satisfy the specifications, which the initial population was unable to meet. Out of 100 runs, 95% of the chips conformed to specifications. We have also tested 20 real chips, out of which 18 chips were successfully evolved to meet the specifications. We are currently developing a second version of the chip in which major circuit components are designed to be smaller than in the present chip.

VII. AN EHW-BASED CLOCK TIMING ADJUSTING CHIP

A. Overview

The demand for high-speed LSI’s, such as Pentium III (500 MHz) and DEC Alpha (600 MHz), is increasing. Unfortunately, the yield rates for such fast digital systems are rather poor. Typically, in the early stages of mass production, yield rates are less than 10%. One of the reasons for the poor yield rates is that the timing delays between digital components
often do not conform to the design specifications [28]. Such discrepancies arise from variations in the values of parasitic capacitances and resistors along the data lines between digital components, which can differ significantly depending on the LSI. Variations in clock timing are referred to as “clock skew.” LSI’s that fail to satisfy design specifications because of clock skew are simply discarded, leading to poor yield rates.

To solve this problem, we propose an EHW-based clock-timing adjusting architecture for high-speed digital systems [27]. Instead of simply discarding chips that do not meet the specifications, we can genetically adjust the clock timings in the LSI to conform to the specifications.

We have developed a LSI, which is used in the high-speed memory tester, to show the advantages of this architecture. Simulation results show that the number of LSI’s that can operate at 800 MHz increases from 2.9 to 51.1% after the clock-timing circuits have been evolved by the GA. This clock-timing adjusting architecture is, therefore, expected to become a basic LSI technology for gigahertz digital systems.

B. The Chip Architecture

The proposed architecture is depicted in Fig. 15. The salient feature of this architecture is the introduction of a delay device, to genetically adjust the clock timing, which can easily be inserted within traditional architectures.

Fig. 16 describes this clock-timing adjuster. It has quite a simple structure, consisting of a chromosome register and a delay generator. The bit-width of the chromosome register depends on the degree of variation in delay time.

The delay generator includes a number of smaller delay devices, with set delays, such as one unit, two units, four units, etc., and these delay devices are connected serially. Each bit of the chromosome register corresponds to one of the small delay devices, and the value of the bit determines whether the delay device is turned on or not. Taking the example depicted in Fig. 16, when the delay has a value of 10 ps, the adjuster would generate a timing delay of 60 ps (10 ps × 4 + 10 ps × 2) in total.

C. Genetic Learning

The traditional method for clock-timing adjustment is to correct clock skew. Our architecture is more precise, however, in that it seeks to correct the system to conform to the designer’s specifications. Adjustment proceeds as follows.

1) Load a tentative chromosome set into a chip.
2) Conduct an ordinary LSI chip test and supply a series of test data with the system clock running at the specification speed.
3) After the chip test, stop the system clock and extract all FF values.
4) Compare extracted FF values with expected values generated by logical simulation.
5) Calculate the evaluation function from the comparison.
6) Generate a new generation of chromosomes according to the evaluation function.

Note here that the clock timing is not measured directly at all. This is a major advantage because the timing measurement is very costly.
Fig. 17 shows how to evaluate the fitness. In the figure, two FF’s out of eight have failed to work, and the evaluation value is 80%. Chips that do not have a fitness value of 100% are regarded as defective.

D. Simulation Study

The simulation experiments conducted to adjust clock-timing for a circuit are described next.

For the evaluation, a memory test pattern generator, shown in Fig. 18, was selected and converted to a simulation model for evaluation. This is a simple, but quite important, logic block for memory testing devices. It is used to generate access patterns to test memory at speeds used when accessing real memory chips. For example, in testing memory modules for the direct rambus systems, the testing hardware should supply rather long test patterns at a speed of 800 MHz [29].

In the simulation, the number of sample chips was 1000, the population size was 50, and the number of generations was 20. Device parameters were assumed to vary according to a normal distribution. The results are depicted in Fig. 19. The X-axis represents clock speed, with the percentage of chips that could operate at a given speed, being plotted along the Y-axis. The most significant result from these simulations was the finding that 50% of the chips designed with 500 MHz clocks could be adjusted to operate at improved speeds of 800 MHz, whereas only 2.9% could operate at such speeds before adjustment.

The LSI has been developed with bipolar technology, including 2000 gates. A testing environment is now being developed.

VIII. CONCLUSION

Digital EHW is a key technology for the development of new applications, which previously could not be fully realized due to the lack of autonomously reconfigurable digital hardware. In general, applications that tend to be time-variant in nature and to have real-time constraints are suitable for EHW, because EHW enables adaptation at the hardware level, and fast execution, being accomplished by the hardware itself.

Although reconfigurable hardware devices, such as FPGA and PLD, are spreading rapidly and the usefulness of reconfigurable hardware is being more widely recognized, reconfiguration in FPGA’s is not autonomous and requires human intervention. Thus, EHW indicates a new direction in reconfigurable hardware beyond FPGA’s.

After introducing the basic concepts of digital EHW, LSI architectures and their applications, we have described in this paper two analog EHW chip applications.

The analog EHW chip for cellular phones has two advantages: high yield rate and smaller circuit size. These advantages can be applied not only to IF filters but also to a wide variety of analog LSI’s. Certainly, we envisage a number of analog LSI’s being redesigned according to EHW principles to satisfy severe requirements, especially in high-end analog systems, such as communications and sensing.

The clock-timing adjusting architecture will be very important for gigahertz digital systems, where although discrepancies from the design specifications are inevitable, they are detrimental to performance. Rather than discarding chips that do not meet the specifications, minute adjustments can, however, be made with EHW architectures and evolutionary computation.

We have discussed the clock architecture within the domain of analog EHW. This is because even digital systems are heavily influenced by the behavior of analog circuits, particularly in the high-frequency range. Without careful consideration of the analog aspects of digital systems, it will be impossible to realize high-end digital systems. In such systems, analog EHW can play an extremely important role.
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