SOMM: Self organizing Markov map for gesture recognition
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Abstract

Present work introduces a probabilistic recognition scheme for hand gestures. Self organizing feature maps are used to model spatiotemporal information extracted through image processing. Two models are built for each gesture category and, along with appropriate distance metrics, produce a validated classification mechanism that performs consistently during experiments on acted gestures video sequences. The main focus of current work is to tackle intra and inter user variability during gesture performance by adding flexibility to the decoding procedure and allowing the algorithm to perform an optimal trajectory search while the processing speed of both the feature extraction and the recognition process indicate that the proposed architecture is appropriate for real time and large scale lexicon applications.

1. Introduction

Gesture recognition and gesture-based Human–Computer Interaction have been increasingly attracting attention from researchers across disciplinaries such as machine learning, pattern recognition, computer vision, human computer interaction (HCI) and linguistic and natural language processing. This multidisciplinary research area finds diverse applications in multimodal HCI, robots control, psychological behavior studies and emotion analysis, sign language recognition, assistive e-learning technologies and virtual environments navigation. Human–Computer Interaction is constantly defining new modalities of communication, and new ways of interacting with machines (Camurri et al., 2004), since gestures can convey information for which other modalities are not efficient or suitable. In natural interaction, gestures can be used as a single modality, or combined in multimodal interaction schemes which involve speech, or textual media (Braffort et al., 1999). Emotion (Cowie et al., 2001) and social (Vinciarelli et al., 2008) signal recognition is another domain where gesture analysis is crucial and could provide important cues in a multimodal recognition framework in natural environments.

A gesture is a motion of the body that conveys information; in this paper, we focus on hand gestures and information conveyed from these gestures. A gesture taxonomy can be formalized in a scaling continuum: gesticulation, speech-linked, pantomime, emblems and sign languages as proposed by McNeill (1992). An alternative gesture taxonomy can be defined according to their functionality:

- Symbolic gestures: gestures that, within each culture, have come to have a single meaning.
- Deictic gestures: types of gestures most generally seen in HCI and are the gestures of pointing to entities or direction.
- Iconic gestures: gestures used to convey information about the size, spatial relations, actions, shape or orientation of the object of discourse display.
- Pantomimic gestures: gestures typically used to mimic an action, object or concept.

Preliminary versions of this work can be found at Caridakis et al. (2008, 2007). The rest of the paper is organized as follows: Section 2 discuss related work and the challenges involved in gesture recognition in general. Section 3 introduces the proposed approach and is further refined in Sections 3.1, 3.2 and 3.3 dealing with the feature extraction process, training and testing stage of the classifier, respectively. Section 3.5 presents the experimental results of the overall system, while Section 4 concludes the article and presents ongoing and future work in addition to possible extensions and applications of the architecture.
2. Related work

There is an abundance of approaches for gesture recognition and methodologies well presented in (Mitra and Acharya, 2007; Ong and Ranganath, 2005; Wu et al., 2001). Mitra and Acharya focus on gesture recognition, while Ong and Ranganath extend their research on automatic sign language recognition. Both surveys deal with feature extraction techniques and classification issues related to automatic analysis of gestures. Wu and Huang localize more on hand modeling (shape analysis, kinematics chain and dynamics), computer vision and pattern recognition issues associated to hand localization and feature extraction from image sequences.

2.2. Other

Additionally to the dominant HMM-based approach, several researchers have experimented with artificial intelligence and other pattern recognition techniques. The CONDitional dENsity propagATION (CONDENSATION) algorithm was initially used by Black and Jepson (1998) for classification; Patwardhan and Roy (2007) extended the standard algorithm with the ‘predictive’ blackboard. The overall image processing is described in detail in (Caridakis et al., 2007).

The introduced procedure (shown in Fig. 1) begins with the image processing module responsible for the detection and tracking of head and hands as described in Section 3.1. Following, each detected gesture instance is represented by a time series of points, corresponding to the location of the hands with respect to the head of the user, using the mapping function of the SOM and a crisp quantization process for the hand direction. The discrete symbols (motion direction and SOM nodes for the left and right branch of the flowchart, respectively) are then used to construct the transition probability matrix of a Markov model for each hand. Using the classification results along with a similarity measurement to tackle the scale variety of available gestures, the system forms a decision for the detected motion.
movements to a symbolic form which, in turn, is used to build the respective probabilistic models. The first transformation is based on the relative position of the hand during the gesture and is achieved using a self-organizing map model. Despite the fact that the map units are treated as symbols, the map’s neighborhood function provides a distance metric between them, which is used during the classification of an unlabeled gesture. Additionally, this enables the use of the Levenshtein distance metric for the comparison between these sequences of symbols and the definition of a ‘mean’ string of symbols representing, e.g. the gesture instances included in a gesture class.

An additional transformation is based on the optical flow of the gesture, aiming to describe the changes in hand direction during gesturing. This transformation is based on quantized values of the subsequent angles of the hand’s trajectory to create an additional set of Markov models.

During the classification stage, all the above mentioned trained models are evaluated against an unlabeled gesture instance. Recognition rates from each individual model are used as weights to fuse respective participation probabilities, resulting in a recognition scheme able to tackle cases of low confidence or ambiguity.

Let us suppose our gesture vocabulary consists of c gesture classes in the D gesture dataset. So our dataset is \( D = \{ D_1, D_2, \ldots, D_c \} \) with every gesture class set \( D_i \) containing \( n_i \) gesture instances \( D_i = \{ G_{i1}, G_{i2}, \ldots, G_{in_i} \} \), \( n_i \) denoting the number of repetitions for gesture class \( j \). Every gesture instance \( G_i \) contains \( l_i \) coordinates so that \( G_i = (x_{1i}, y_{1i}}, (x_{2i}, y_{2i}), \ldots, (x_{li}, y_{li}) \), with \( l_i \) denoting the number of coordinates belonging to the hand trajectory for repetition \( i \) of class \( j \). 

x, y are hand coordinates relative to the head position in the specified frame. Relative coordinates are used, since the distance from the camera and the position of the user within the frame during recording is not known beforehand. Also, differences in distance from the camera would result in differences of height and arm length across users, posing problems during gesture modeling as will become apparent in Section 3.2.1; thus, the sequences are normalized, relative to the head size (diagonal of the rectangle containing the detected face) of each user.

3.2.1. Position model

Although self organizing maps are used as a data visualization or dimension reduction technique, we choose to utilize SOM as a clustering tool to derive a more abstract representation of the gesturing space and let the data decide on the neighboring relations between the map’s nodes. A more simplistic approach would be to crisply quantify the gesturing space into blocks and assigning arbitrary neighboring relations. This approach seems to be unable to generalize well, while the self organizing attribute of SOMs, based on node competing for representation of the samples, is a more robust and adaptable approach. Here, the weight of SOM node is allowed to change by learning, so as to better adapt to samples in hopes of achieving the minimum distance according to some distance metric; it is this selection-and-learning process that makes the weights organize themselves into a map representing similarities. Neighboring nodes are also affected during the learning process, thus node-neighboring relations are learned in addition to weight learning. This neighboring characteristic becomes crucial in the overall decoding process, elaborated in Section 3.3.

The coordinates \((x, y)\) of all the points from all the gesture repetitions from all the gesture classes are used to train a hexagonal, two-dimensional grid SOM with the batch mode learning procedure. The structure of the grid of the SOM units is hexagonal in order to improve quality (isotropy) of the mapping (Kohonen, 1998) and avoid bias towards horizontal and vertical directions (Kohonen, 2001), while the size of the map is determined by a trial and error procedure. The coordinates are preprocessed in order to be normalized and position invariant: normalization for every user ensures that users that tend to use a larger or smaller gesture space or are anatomically larger or smaller do not introduce noise, bias or scaling issues in the training and classification processes. Additionally, hand positions are relative to the position of the head so that hand position in the frame is invariant of the actual position of the user in the image. These points are fed to the map in an unordered form, regardless of the gesture instance they belong to and to their ordered position into the gesture in order to avoid biasing the training procedure. The training of the SOM is performed once for the whole dataset \( D \) and not for every class, reducing the training time required, the storing resources required and adding to the simplicity of the system design. Furthermore, and given that an adequate number of gestures have been used to train the SOM, once a new class is introduced to the vocabulary one can assume that no additional training is required since the gesturing space has been well modeled and represented.

Following training, each point is assigned to the respective best matching unit (BMU) on the map, i.e. the unit of the map closer to the point in the input data space, according to the Euclidean distance of the two vectors. Thus, a gesture \( G_i \) can be transformed from a series of points to a series of map units according to the transformation function \( T \). For simplicity, we will replace the notation \( G_i = (x_{1i}, y_{1i}), (x_{2i}, y_{2i}), \ldots, (x_{li}, y_{li}) \) with \( G = (x_1, y_1), (x_2, y_2), \ldots, (x_l, y_l) \). So, gesture instance \( G \) will be mapped to the SOM:
where function $BMU(x_i, y_i)$ returns the index of the best-matching unit for point $(x_i, y_i)$ and $T(G)$ is the modified gesture representation. Given that $u_i$ is the index of a map unit, this function is declared as $BMU : R^2 \rightarrow S$, where $S$ is the set of the indices of all map units and can be treated as a set of symbols. In many cases, the $u_i$ value of consequent points of a gesture remains the same since, although the continuous movement of the hand is represented by distinct points, consequent points are generally close in the input data space. Replacing consequent equal values of $u_i$ with a single value, would result in zeroing the self transition probability values in the Markov chain model. This procedure leads into a loss of information regarding duration of a particular state but this information is not crucial for gesture recognition and additionally enhances the architecture with an abstraction layer.

A Markov model, for each of the $c$ categories in the gestures' data set, is created. The sequence of the $u_i$ values into the transformed gestures $G'$ of $D'$ set, will be used for the calculation of the transition probabilities of the model $MM_{s}^{\text{som}}$ describing category $j$ and for the evaluation of the first state probability function $\pi_{0}^{j\text{som}}$ of this model. The result is a set $MM_{s}^{\text{som}}$ of $c$ Markov models.

These models are used to evaluate a new unlabeled gesture in order to be classified in one of the $c$ categories. Fig. 2 depicts the above described transformation for a gesture instance in a more intuitive way.

### 3.2.2. Direction model

With the purpose of providing a more descriptive representation of each gesture instance, an additional transformation is introduced, based on the optical flow sequence of each gesture. This describes the different directions in the gesture trajectory, instead of the spatial position of hands relative to the head. In order to achieve such a representation, direction vectors are calculated from the consecutive gesture trajectory points according to Eq. (4). These angles are then quantized in eight different symbolic values as depicted in Fig. 3. The segments of coordinates in Figs. 2 and 3 are considered to be a set of coordinates that belong to the same cluster (BMU and Quantized Angle for Figs. 2 and 3, respectively). In that sense, we define the transformation of a gesture instance $G$ using the OF function as:

$$OF(G) = \{v_1, v_2, \ldots, v_m\} : v_i = W_r \left( \arctan \left( \frac{y_i - y_{i-1}}{x_i - x_{i-1}} \right) \right)$$

where $v_i$ are the quantized values, $Q$ the quantization function and $W_r$ a median filter applied to the values for a fixed length window of $r$ around the input value. The purpose of the later is to smooth the quantized values against possible instabilities of the hand during the gesture. Applying the transformation function in conjunction with function $N$ for the removal of the equal consecutive values we get:

$$G'_i = N(OF(G)) = \{v_1, v_2, \ldots, v_m\}$$

where $v_i$ values define the states for a new set of Markov models $MM_{d}^{j}$ that is built using the transformed set $D'$. The first state probability function $\pi_{0}^{j\text{d}}$ is also calculated using this set as follows:

**Fig. 2.** Correspondence of gesture trajectory points to their respective BMUs on the SOM. These BMUs constitute the states of the Markov models.

**Fig. 3.** Building a Markov model for a gesture’s optical flow.
\[ \text{MM}^\text{df} = \{ \text{MM}^\text{df}_1, \text{MM}^\text{df}_2, \ldots, \text{MM}^\text{df}_k \} : D'_i = \{ G'_1, G'_2, \ldots, G'_n \} \rightarrow \text{MM}^\text{df} \]  

(6)

3.2.3. Levenshtein

An additional model that is created per gesture class is the Generalized Median of the \( D'_i \) set. In general, a generalized median of a set of sequences \( S \) is defined as the sequence, that consists of a combination of all or some of the symbols used in the set that minimizes the sum of distances to every string of \( S \). In case the generalized median sequence belongs to the set \( S \) it is called Generalized Median Set Median.

Let \( M_j \) be the generalized median of the \( D'_i \) set, using as the Levenshtein distance \( L \), a widely employed distance metric.

\[ M_j = \text{generalized median}(D'_i) = \arg \min_L \sum_{G'_i \in D'_i} L(g, G') \]

(7)

The mean Levenshtein distance between the members of each \( D'_i \) set and \( M_j \) is also calculated and denoted as \( M_L \). This is an informal way to measure the variation within the members of the set and will be used accordingly in the decoding stage (Section 3.3.3).

\[ M_L = \sum_{i=1}^{n} L(G'_i, M_j) \]

(8)

3.3. Gesture decoding

The classification of an input gesture is based on the two sets of Markov models (Eqs. (3) and (6)). Let \( G_0 \) be a gesture instance of unknown category, and \( G'_i \) and \( G'_j \) its transformed representations, according to Eqs. (2) and (5). Using the MM^som set of models, the probability of this gesture belonging to category \( j \) can be calculated as:

\[ \begin{equation}
    P(G'_i | \text{MM}^\text{som}_j) = \frac{\prod_{k=1}^{n} S^\text{som}_{ij}}{q} : q = |G'_i|
\end{equation} \]

(9)

The above equation averages the values \( S^\text{som}_{ij} \), which represent an evaluation factor for each \( u_i : i \in [1, q] \) value of the \( G'_i \) transformed gesture with respect to the \( \text{MM}^\text{som}_j \) Markov model. These values are calculated as:

\[ S^\text{som}_{ij} = \max_{q} \left( \text{NF}^\text{som}_{u_i}(z) \right) \]

(10)

\[ \text{NF}^\text{som}_{u_i}(z) = \max_{z} \left( \text{NF}^\text{som}_{u_i}(z) | P(z | u_{i-1}, \text{MM}_j) \right) \]

For the first state, the system simply performs a search for the node that has the largest joint probability of:

- being close to \( u_1 \) which is \( \text{NF}^\text{som}_{u_1}(z) \);
- being the first state in \( \text{MM}^\text{som}_j \) which is \( \pi^\text{som}_{u_1} \).

For nodes that \( \in [2, q] \), a similar search is performed but the second probability is not that of being the first state but instead is a transition probability \( P(z | u_{i-1}, \text{MM}_j) \). \( \text{NF}^\text{som}_{u_i}(z) \) is the distance of unit \( z \) with node \( u_i \) as defined by the SOM Gaussian neighborhood function with the second unit as its center. As \( z \) varies across all the units of the map, this product will provide a unit that combines a considerable transition probability from the previous state with a relative small distance onto the map grid from the current state. This unit will also be used as the previous state in the next step:

\[ u_i = \arg \max_{z} S^\text{som}_{i,j} : i \in [1, q] \]

(11)

An almost identical decoding process is performed for the case of optical flow. The slight difference is that although for position \( \text{NF}^\text{som} \) was provided by the SOM, \( \text{NF}^\text{df} \) is arbitrarily defined and more detailed a value of 1/2 is given for the closest direction neighbor and 1/4 for the second closest neighbor in both directions. All other values are 0. As a result the respective equations are:

\[ P(G'_i | \text{MM}^\text{df}_j) = \frac{\prod_{k=1}^{n} S^\text{df}_{ij}}{q} : q = |G'_i| \]

(12)

\[ S^\text{df}_{ij} = \max_{q} \left( \text{NF}^\text{df}_{u_i}(z) \right) \]

(13)

The slight difference is that although for position \( \text{NF}^\text{som} \) was provided by the SOM, \( \text{NF}^\text{df} \) is arbitrarily defined and more detailed a value of 1/2 is given for the closest direction neighbor and 1/4 for the second closest neighbor in both directions. All other values are 0. As a result the respective equations are:

\[ P(G'_i | \text{MM}^\text{df}_j) = \frac{\prod_{k=1}^{n} S^\text{df}_{ij}}{q} : q = |G'_i| \]

(12)

Please note that \( P(G'_i | M_j) \) is a similarity measurement and not a probability, since its value can be >1.

Finally, \( P(G'_i | \text{MM}^\text{som}_j) \) \( P(G'_i | \text{MM}^\text{df}_j) \) \( P(G'_i | M_j) \) is calculated for all classes and the highest valued one is selected. Quality criteria can be further applied in the form of a threshold either to the overall evaluation of the gesture instance or to terms of the above equation, thus not allowing poor scoring gestures to be classified. Additionally, in ambiguity situations, the \( n \) first classes, ordered by score, can all have high evaluation scores; this can be resolved by monitoring score difference between the two best scoring classes: if the score is close, ambiguity is detected and is resolved appropriately.

3.4. Error propagation study

In general the error definition for function \( f(x, y) \), for independent error \( \delta x, \delta y \) is:

\[ \delta f^2 = \left( \frac{\partial f}{\partial x} \right)^2 + \left( \frac{\partial f}{\partial y} \right)^2 \]

(16)

We performed an error propagation study of the proposed system, focusing on the SOM decoding stage, i.e. on the evaluation of Eq. (9) \( P(G'_i | \text{MM}^\text{som}_j) \) and \( \prod_{k=1}^{n} S^\text{som}_{ij} \). We investigated the effect that a random error \( \delta x, \delta y \) in the detection of the hand point \( x, y \) in trajectory \( G_0 \) (so that the detected trajectory point is \( x + \delta x, y + \delta y \)) has on the evaluation of \( S^\text{som}_i = \max_{q} \left( \text{NF}^\text{som}_{u_i}(z) | P(z | u_{i-1}, \text{MM}_j) \right) \). For simplification reasons, we assume that each trajectory point in \( G_0 \) is mapped to a distinct BMU on the SOM so that \( u_i \neq u_j \) \( \forall i, j \in [2, m] \) in \( G_0 \). This assumption does not affect the overall error study, since without it the possible error would appear in a later repetition within the decoding loop, and simply provides a more straightforward way of dealing with the introduction of a random error.

In the case that the error is small enough resulting in mapping to the same node of the SOM, then no error is introduced in the decoding stage, since the error is absorbed by the SOM and not propagated to the rest of the decoding chain. This is because hand coordinates with relatively small variation are mapped to the same node of the SOM so that \( \text{BMU}(x + \delta x, y + \delta y) = \text{BMU}(x, y) \). Simply put, for the rest of the decoding chain this error will disappear since it is compensated during the clustering process the SOM performs. On the other hand, when \( \delta x, \delta y \gg \text{BMU}(x + \delta x, y + \delta y) \neq \text{BMU}(x, y) \) then:
\[ u_i \neq u' \]
\[ u' = \text{BMU}(x, y) \]
\[ u_i = \text{BMU}(x + \delta x, y + \delta y) \]  \hspace{1cm} (17)

and the introduced error \( \delta x, \delta y \) will affect \( S_i \). Let \( u' \) be the most probable transition from node \( u_{i-1} \), in \( MM_{t}^{\text{som}} \), as resulted from the training stage and all other transitions probabilities from \( u_{i-1} \) are negligible:

\[
P(u'|u_{i-1}, MM_{t}^{\text{som}}) \rightarrow 1 \nonumber \\
P(u|u_{i-1}, MM_{t}^{\text{som}}) \ll \forall u \neq u' \]  \hspace{1cm} (18)

As a consequence, \( \delta S_{\text{som}} \approx NF_{t}^{\text{som}}(u') \), which is the neighboring relation of \( u_i, u' \) and is relative to the \( \delta x, \delta y \) input error. Since \( u' \) becomes the new \( u_i \), according to Eq. (11), the error is not propagated to the next steps of the recognition process.

In an abstraction attempt, the overall decoding stage operates as an energy maximization algorithm: at every step, it seeks to maximize \( S_{t}^{\text{som}} \) at the possible cost of choosing a different, but more probable BMU node for every model. The cost is located at \( NF_{t}^{\text{som}}(u') \), since when choosing a different node the evaluation of a specific instance/model pair is penalized by this cost term in order to compensate for the node replacement. In other words, the algorithm appears to strive to converge to the model’s most probable path, penalizing each deviation from this path with the respective nodes’ neighboring relation. On the other hand, no node transition is eliminated, since all transitions are initialized with small but non-zero values and if a node has significant transition probability in the model’s transition matrix and is also adjacent to the original node then it can be selected as the winner node.

Concluding, random errors in the input stream are not propagated in the decoding process, increasing the robustness of the proposed architecture. Additionally, user variability in the performance of a gesture is tackled by incorporating the neighboring relationship of the SOM nodes during the decoding of the gesture, which penalizes but does not exclude gesture instance variations of the same class from the classification process. The appropriate inclusion of the neighboring characteristic in the overall decoding process also ensures adaptive performance in dynamic backgrounds and user diversity in terms of gesture performance or anatomical and ergonomic characteristics. Errors introduced by feature extraction algorithms or deviations introduced by individual differences in user performance are either absorbed by internal mechanisms (median filter or SOM mapping) or influence the evaluation of a particular node or transition and not the entire trajectory.

### 3.5. Experimental results

Validation of the proposed architecture was performed on an artificial dataset formed by the 30 gestures seen in Fig. 4 and consisting of 10 repetitions each. The set of coordinates of the right hand were gathered according to the procedure described above (Section 3.1) and formed a gesture dataset containing 30 gesture categories, 10 repetitions each. As can be seen in Fig. 4, the classes vary in complexity from very simple directive gestures to very complex ones.

Fig. 5 shows the U-matrix of the self-organizing map, trained with all the gestures instances of the dataset. Blue areas on the U-matrix depict regions where the vectors of map units on the input space are close, while red areas depict the opposite relation between the map units. The gesture coordinates cover the larger part of the input space, due to the diversity of the gesture categories, and of the variation of the gesture instances within each category. Under these conditions the trained map presents, as expected, uniformity in its larger part, which is the desirable result for the map’s role in the gesture transformation.

Experiments were conducted, using the described dataset, in order to evaluate the recognition performance of the proposed method. Using all the gesture instances, for both the training and the testing phases of the system, in an attempt to validate the system’s learning capabilities, resulted in 100% recognition percentages.

![Fig. 4. The gesture dataset.](image-url)
an evaluation of the generalization capabilities of the proposed method, another experiment was executed using the 10-fold cross validation strategy. In this case the average recognition rate was 93%. The experiments were performed using Matlab on a regular PC (2 GHz Dual Core, 3GB RAM) and for training all thirty classes 0.23 s were required (0.073 for MM<sup>10</sup> and 0.15 for MM<sup>com</sup>). The decoding stage varies depending on the gesture length but the average was 0.843 ms per gesture instance per gesture class, a performance which establishes the overall architecture suitable for real time applications.

Additional experiments were performed concerning the SOM’s neighborhood radius and function. We concluded that a radius of 2 and gaussian function type performed better. Finally, the thresholds for the quality criteria, both absolute participation probability and winner-second difference, were determined experimentally.

In order to compare the results of our system with the most commonly used approach in the literature we implemented a HMM-based classifier, training one continuous left-to-right model per gesture class using a mixture of three Gaussian probability density functions. During the decoding phase a gesture instance was tested against all models and the one with the highest log-likelihood value was selected as the winner resulting in an average recognition rate of 86.36%.

This experimental study indicates that the proposed architecture produces encouraging results and when compared to one of the most popular approach demonstrates superiority mainly due to the adaptability characteristics able to cope with gesture variability and input signal noise.

4. Conclusions and future work discussion

In this paper, we proposed an original automatic gesture recognition architecture via a novel classification scheme incorporating self organizing maps and Markov chains. Extracted features train separate classifiers, which in turn are fused during the classification stage, enhancing the proposed architecture with robustness against noisy and unconstrained environments or gesture variation. Intra- and inter-user variability during gesture performance are tackled through the flexibility of the decoding procedure provided by the neighboring characteristic of the SOM nodes and the optimal trajectory search performed during classification. Additionally, the computational cost and processing speed of both the feature extraction and the recognition process indicate that the proposed architecture is suitable for real time applications.

An obvious extension to the proposed approach would be the incorporation of hand shape features in the overall decision mechanism. Even though SOM mapping seems unsuitable for hand shapes, since the neighboring function might not be so representative of the actual similarity between the actual unmapped hand shape features, the inclusion of handshape information would make the approach suitable for Sign Language Recognition, utilizing hand shape information and possible knowledge based fusion. Adding a layer of knowledge-assisted recognition of linguistic or grammatical phenomena provides the assertional component of a knowledge base.

Gaming environments is another area where gesture recognition could be applied. More specifically the Nintendo Wii game platform has recently become quite popular with its user motion controlled interaction within the virtual gaming environment. The three accelerometers installed in the Wii Remote provide measurements of the acceleration in the three dimensions. A movement of the user’s hand can be detected either automatically, when acceleration values are above a certain threshold, using velocity and position measurements obtained via single and double integration of the acceleration signal, respectively. The proposed recognition scheme can be applied to the provided features and used for training and recognizing Wii gestures in the game environment; since it has been proven to be superior to the popular HMM recognition architecture proposed by Schlömer et al. (2008) in gaming environments.

Furthermore, testing on additional corpora and comparing with other more sophisticated classifiers used in gesture recognition or HMM variations is certainly needed in order to validate the overall method. Gesture prediction and continuous gesture analysis are also included in future work.
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Fig. 5. The trained SOM U-matrix.


